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The coffee industry continues to rely on subjective human visual assessments to 

determine the roasting levels of coffee beans, which are prone to inconsistencies due to 

factors such as fatigue and lighting conditions. This study proposes an objective 

approach utilizing convolutional neural networks (CNNs) to classify coffee roasting 

levels (dark roast, medium roast, light roast, and unroasted). The dataset comprises 

1,600 coffee bean images, divided into training and testing sets with ratios of 75:25. 

The model was developed using the LeNet architecture and optimized with Adaptive 

Gradient (Adagrad) and Adaptive Moment Estimation (Adam) algorithms. 

Experimental results demonstrated that Adam achieved a validation accuracy of 96.75% 

and a training accuracy of 99.06%, outperforming Adagrad, which achieved a validation 

accuracy of 48.25% and a training accuracy of 51.59% at the 25th iteration. These 

findings confirm Adam's superiority in producing an optimal model. The proposed 

system effectively classifies coffee bean roasting levels with high precision, providing 

a reliable alternative to human-based evaluation. Future studies may focus on testing 

the model with larger datasets to further evaluate its scalability and robustness. 
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1. INTRODUCTION

Coffee beans are one of the most widely traded agricultural 

commodities in the world [1, 2]. Moreover, coffee beans 

represent a commodity with significant economic value [3]. 

Coffee is also one of the commodities that holds significant 

appeal for industry players today. The roasting of coffee beans 

is a critical stage in the coffee processing chain that can 

influence the quality of the coffee's taste and aroma [4]. The 

roasting process requires precise control of temperature and 

time, as these factors directly affect the sensory attributes of 

coffee, including aroma and flavor profile [5, 6]. The ideal 

ripeness level of coffee beans will yield optimal flavor [7]; 

however, this process often necessitates extensive expertise 

and experience. Errors in determining ripeness can lead to 

inconsistent outcomes, potentially diminishing product quality 

and consumer satisfaction. 

In addition, a primary challenge currently faced in the 

coffee industry is the reliance on human visual assessment to 

determine the ripeness of coffee beans [8]. This assessment is 

subjective and may be affected by numerous factors, including 

weariness, lighting conditions, and personal experience [9]. 

Consequently, the determination of coffee bean ripeness is 

often inaccurate and inconsistent. 

To address these issues, a more objective, efficient, and 

consistent solution is required. One promising method is the 

implementation of an intelligent system based on CNN, which 

has proven effective in handling visual data. CNN is derived 

from artificial neural network (ANN) algorithms, which are 

deep learning that mimic the neural networks in the brain to 

classify images. CNN can autonomously learn features from 

complex images, accept input in the form of pictures, identify 

objects or aspects present within a given image, and 

distinguish between different images [10].  

This research aims to develop a model for classifying the 

maturity of coffee beans using CNN with a LeNet architecture, 

which is known for its simplicity yet capable of yielding good 

results in image classification tasks. The maturity levels of 

roasted coffee are categorized into four levels: dark roasted, 

medium roasted, light roasted, and unroasted. The optimal 

maturity level for coffee is found in the light, medium, and 

dark roasted stages [11]. 

A variety of research related to coffee beans, such as that 

conducted by Susanti et al. [12], investigates the 

implementation of an electronic nose (e-nose) and ANN to 

differentiate between Arabica, Robusta, and non-bean coffee 

powders. The results indicate that the TGS 2602 and TGS 

2611 sensors demonstrated significant sensitivity in 

distinguishing the types of coffee. By incorporating the ANN 

method, the developed system achieved an accuracy of 

91.90%. The identified gap in the study lies in its presentation 

of a different perspective on classifying coffee bean types. The 

classification of coffee bean types is conducted based on data 

from an E-Nose, visualized using LabView software, and 

followed by a learning process using ANN to develop a model 

capable of distinguishing coffee types. In contrast, our study 

focuses on classifying the roasting levels of coffee beans after 

the roasting process, without considering the coffee bean 

types. Furthermore, the machine learning method employed in 

our study is an advancement of ANN, namely CNN. 
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Research by Alamri et al. [13], examined the classification 

of Arabica coffee into three categories: light, medium, and 

dark, using simulated data based on characteristics such as 

color, chemical composition, and antioxidant laboratory tests. 

The methods employed include support vector machine 

(SVM), K-Nearest Neighbors (KNN), Random Forest, Naive 

Bayes, and the decision tree algorithm C4.5. The results 

indicate that coffee types can be accurately classified by 

utilizing information on color, chemical composition, and 

antioxidant content. The identified gap is that the study shares 

similarities in classifying the roasting levels of coffee beans; 

however, there is a difference in the methods used for 

classification. The study developed classification models 

using SVM, KNN, Random Forest, Naive Bayes, and the 

decision tree algorithm C4.5. In contrast, our research focuses 

on developing a classification model using CNN. 

Research by Anto et al. [14], utilized the LAB Color model 

and CNN to identify the roasting maturity level of coffee. The 

LAB Color model analyzed color using three components: 

lightness (L), the green-to-red axis (A), and the blue-to-yellow 

axis (B), providing more accurate results compared to the 

RGB model. The CNN was employed to classify the roasting 

levels, achieving a training accuracy of 99.552% at the 14th 

iteration and the best validation accuracy of 91.8% at the 10th 

iteration. The combination of these models proved effective 

for analyzing coffee roasting maturity levels. The identified 

gap in the study lies in its similarity in classifying coffee bean 

roasting levels using CNN. However, the primary difference 

is in the CNN architecture employed. Our study utilizes the 

LeNet architecture, while the previous study adopts the 

HyperResNet architecture. Furthermore, the previous study 

does not specify the type of CNN optimization applied. 

Research by Vilcamiza et al. [15], utilized a CNN model to 

classify coffee bean images based on roasting maturity levels. 

The optimization model applied was Adam, implemented on 

the NVIDIA Jetson Nano module. The CNN model 

successfully identified various roasting levels, including 

correct roasting, false under-roasting, false-optimum roasting, 

and false over-roasting. The results indicate that the CNN 

model achieved a classification accuracy of 91.33%. The 

identified gap in the study lies in the differences in the type of 

classification performed. Furthermore, the study does not 

provide a detailed explanation of the CNN architecture used, 

and the CNN optimization applied is limited to the Adam 

algorithm. 

Research by Auliya et al. [16], examines the 

implementation of convolutional neural networks (CNN) to 

classify green coffee beans into three categories: green, dark, 

and light. The dataset consists of 360 images. The results show 

that the 80:20 data split scenario achieved the best accuracy of 

81.67% at the 30th epoch. The identified gap lies in the 

differences in the coffee bean objects being classified. The 

previous study focused on classifying green coffee beans into 

three categories: green, dark, and light. In contrast, our study 

focuses on classifying coffee beans after the roasting process. 

Furthermore, there are differences in the optimization methods 

applied to the CNN model. 

Previous research has examined the use of CNNs in 

classifying the ripeness levels of coffee beans after roasting; 

however, only a few studies have developed CNN models 

utilizing the LeNet architecture with various optimizations. 

Therefore, the novelty of this research lies in developing the 

most optimal model using CNN with the LeNet architecture 

and a range of CNN optimizations to classify the ripeness 

levels of coffee beans post-roasting with high accuracy. 

2. RESEARCH METHOD

In this study, we implement CNN with a LeNet architecture 

that has been trained to classify the roasting maturity levels of 

coffee beans. The dataset utilized encompasses a variety of 

images depicting roasted coffee beans, enabling the model to 

learn from the existing visual variations. The main goal of this 

classification is to produce a precise evaluation of the maturity 

degree of the coffee beans. This project aims to identify the 

most suitable LeNet-based CNN model for accurately 

assessing the maturity degree of coffee beans. 

2.1 Dataset 

This dataset comprises image of coffee beans that have been 

roasted at various levels of maturity, including dark roast, 

medium roast, light roast, and unroasted coffee beans. Raw 

coffee beans were incorporated into the dataset to enhance data 

diversity. This study comprises a total of 1,600 photos, with 

each categorization consisting of 400 photographs. The image 

data is partitioned into two segments: a training dataset 

consisting of 1,200 images and a prediction dataset of 400 

images. Each maturity level is subdivided into 300 photos for 

training and 100 images for prediction. The dimensions of the 

dataset photos are 224 pixels by 224 pixels. The dataset 

utilized in this research is depicted in Figure 1. 

Figure 1. Dataset 

2.2 CNNs 

CNN is an avenue of ANN specifically engineered to 

analyze image data. The CNN method is highly effective for 

tasks such as image segmentation [17, 18], object detection 

[17, 19], image classification [20, 21], and others. One of the 
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key advantages of CNN lies in its convolutional layers, which 

enable the network to automatically identify important 

features of an image through the processes of convolution and 

pooling [22, 23]. Figure 2 illustrates the components that make 

up CNN. 

 

 
 

Figure 2. CNN building blocks 

 

This study uses the CNN method to classify of roasting 

maturity levels of coffee beans [24]. In its usage, CNN 

comprises several core components, beginning with the input 

image serving as the initial data, the convolutional layer 

extracting features from the image, the pooling layer reducing 

the information to a simpler form, the activation function 

adding non-linearity to the network, the fully connected layer 

linking all previous neurons, and the output layer providing the 

final prediction [25]. The classification is conducted through 

the following steps: 

 

2.2.1 Input image 

The input image in CNN is data used for object 

classification by extracting features from the image [26]. In 

this study, the CNN input consists of images of roasted coffee 

beans. These images are categorized into four types: dark 

roast, medium roast, light roast, and unroasted coffee beans. 

The image size used is 224×224 pixels, with Red Green Blue 

(RGB) color channels, resulting in an input shape of 

224×224×3 pixels. 

 

2.2.2 Convolutional layer 

The convolutional layer is a core component in constructing 

a CNN, specifically used for processing data in the form of 

images or audio. The convolutional layer performs a 

convolution operation on the input image to extract critical 

information, including texture, color, edges, and roasting 

patterns of coffee beans. 

The input to the CNN is in the form of an RGB image, which 

means the CNN input is a three-dimensional matrix composed 

of height, width, and depth. The height and width components 

of the matrix can be represented as pixel data, while the depth 

component is represented by color channels. The operation of 

the convolutional layer involves the application of filters 

(kernels) to perform convolution on the input data. 

Convolution is performed by sliding a filter across the image 

data [27]. The filter used is smaller than the input image 

dimensions, allowing it to detect specific features. A 

commonly used filter size is a 3×3 matrix, which provides a 

balance between computational efficiency and feature 

detection accuracy. 

Whenever the filter traverses a segment of the input, the dot 

product of the filter's pixel elements and the input data pixels 

is computed, followed by summing. The result of this 

operation is a matrix called a feature map, activation map, or 

convolved feature. The filter then shifts progressively and 

repeats this process until the entire image area is covered [28, 

29]. The convolution operation involving the filter (K) and the 

input image (x) is articulated in Eq. (1). 

 

𝑆(𝑖, 𝑗) =∑∑𝑋(𝑖 + 𝑚, 𝑗 + 𝑛) × 𝐾(𝑚, 𝑛)

𝑛𝑚

 (1) 

 

where S(i,j) specifies the feature map at coordinates (i,j), 

K(m,n) signifies the position of the filter (kernel), and X(i+m, 

j+n) indicates the position of the input picture. 

2.2.3 Activation function 

The activation function plays a crucial role in modeling the 

relationship between input data and output. It is used to 

perform nonlinear data transformations [30]. In CNNs, 

activation functions are typically divided into three categories: 

Rectified Linear Unit (ReLU), sigmoid, and softmax 

functions. The ReLU function is among the most often utilized 

activation functions in CNN. ReLU functions by transforming 

negative values to zero while preserving positive values. The 

ReLU function functions by eliminating all negative values 

produced during the convolution process, permitting only 

positive values to proceed to the subsequent layer. The 

mathematical representation of the ReLU function is 

illustrated in Eq. (2). 

 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2) 

 

The subsequent activation function is the sigmoid function. 
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In the sigmoid function, the input values will be converted into 

values in the range of 0 to 1. This function is commonly 

employed in binary classification tasks. The equation for the 

sigmoid function is presented in Eq. (3). 

 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
 (3) 

 

The Softmax algorithm subsequently converts the output of 

the last layer into probabilistic values across several classes. 

This study uses the Softmax function to allocate probability 

values to each class, as the categorization encompasses many 

classes. The class with the highest likelihood is deemed the 

prediction generated by the CNN. The Softmax function is 

defined by Eq. (4). 

 

𝑓(𝑥) =
2

1 + 𝑒−2𝑥
− 1 (4) 

 

2.2.4 Pooling layer 

The pooling layer serves to diminish the dimensionality of 

features produced during the convolution process while 

retaining essential information from the data. In a CNN, the 

pooling layer combines a group of neurons in the feature map 

into a single value. The pooling technique is categorized into 

two types: average pooling and max pooling [27-29]. 

Max pooling functions to extract the maximum value from 

a small area, such as the maximum value from a 2×2 or 3×3 

matrix within the feature map, which is then used as the 

representation for that area. In the max pooling process, only 

the dominant features are retained for the subsequent steps, 

while the other features are disregarded. The equation for max 

pooling can be shown in Eq. (5). 

 

𝑆(𝑖, 𝑗) = max⁡(𝑋𝑖:𝑖+𝑘−1,𝑗:𝑗+𝑘−1) (5) 

 

2.2.5 Fully connected layer 

In CNN, the fully connected (FC) layer is characterized by 

each neuron being directly linked to every neuron in the 

succeeding layer underneath it. The principal role of the FC 

layer is to integrate the features derived from the convolutional 

and pooling layers and to render judgments based on those 

features. At this layer, the spatial representation generated by 

the preceding layers is converted into a one-dimensional 

vector, which is subsequently transmitted to the fully 

connected layer for classification or regression [27-29]. 

In the FC layer, each neuron receives input from all the 

neurons in the preceding layer, and each input is associated 

with a corresponding weight. Each neuron performs a linear 

operation on the input, followed by applying an activation 

function (such as ReLU or sigmoid) to produce a non-linear 

output. This process can be viewed as a traditional neural 

network (fully connected neural network) integrated with the 

CNN architecture for the final decision-making stage. 

For instance, suppose we have an input vector from the 

previous layer 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛] , the output of the j-th 

neuron in the FC layer is calculated using Eq. (5) as follows: 

 

𝑦𝑗 = 𝑓 (∑𝑤𝑖𝑗𝑥𝑖

𝑛

𝑖=1

+ 𝑏𝑗) (6) 

 

where, 𝑤𝑖𝑗  is a weight in the fully connected layer that 

connects neuron i from the previous layer to neuron j. 𝑥𝑖 is the 

input of neuron i in the previous layer. 𝑏𝑗 represents the bias 

associated with neuron j. f(.) is a function implemented after a 

linear operation such as ReLU, sigmoid, or Softmax (for 

classification). 

 

2.2.6 Output layer 

The output layer in a CNN function as the final layer that 

generates predictions based on the characteristics retrieved and 

processed by the preceding layers, including the layer of 

convolution, pooling layer, and fully connected layers [31]. 

The output layer's major job is to convert abstract 

representations of learnt features into interpretable outputs, 

usually as classes (for classification) or continuous values (for 

regression). The output layer of a classification job often 

employs the Softmax activation function to provide a 

probability distribution across multiple classes. 

 

2.3 LeNet architecture 

 

LeNet is one of the early architectures of CNN [32, 33]. In 

1989, Yann LeCun and his team developed a CNN model 

trained using the backpropagation method to read handwritten 

text. This model was successful in identifying handwritten 

postal codes. The structure subsequently became the 

foundation of what is known as LeNet. In this study, the 

classification system employs the LeNet architecture, with the 

network structure illustrated in Figure 3. 

 

 
 

Figure 3. LeNet architecture 

 

In this study, the data utilized consists of coffee bean images 

in RGB color format, with dimensions of 28×28 pixels. The 

first stage involves a convolution process using a 5×5 kernel 

to generate a sequence of feature maps measuring 24×24, 

comprising 20 feature maps. Following this, max pooling is 

performed with a 2×2 kernel to reduce the size to 12×12 while 

maintaining the depth of 20 feature maps. In the second 

convolution, a 5×5 kernel is employed again to produce 

feature maps of size 8×8 with a depth of 50. This is followed 

by max pooling using a 2×2 kernel, which reduces the feature 

map size to 4×4, still retaining a depth of 50. The subsequent 

process is flattening, which converts the final feature map into 

a vector that is then input into the fully connected layer to 

generated the final predictions. 

 

 

3. RESULT AND DISCUSSION 

 

The results section describes the obtained findings gathered 

from your research. Provide appropriate figures and tables to 

effectively illustrate your results. Figures are used to present 

data trends or other visual information while tables are 

particularly useful when the exact values are important. 

To determine the level of coffee roast maturity, this study 

develops a CNN algorithm based on the LeNet architecture to 

produce the most optimal model for classifying the maturity 
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levels of coffee roasts. The maturity levels to be predicted are 

divided into three classifications: dark roast, medium roast, 

light rost, and green bean. These classifications represent 

general categories of coffee roast maturity; however, in 

practice, they can be challenging to distinguish visually due to 

their similar colors. The CNN algorithm is suitable for this 

task, as it is designed to analyze image data. The experiments 

conducted in this research aim to obtain an optimal model 

through training with various numbers of iterations. 

Additionally, several optimizers are employed in the applied 

CNN model to reduce the training iterations while achieving 

high accuracy. The optimizations utilized in this study are 

Adam and Adagrad. The testing was conducted to identify the 

most suitable optimization for the developed CNN model, 

aiming to achieve high accuracy while reducing the training 

and validation time. The training and validation data were 

divided with a ratio of 75:25. 

3.1 Model training using adaptive gradient 
 

Adaptive gradient (Adagrad) is an optimization algorithm 

employed for training models within CNN. The optimization 

concept utilized in the Adagrad algorithm is adaptive gradient 

descent. The Adagrad algorithm's adaptability entails 

assigning variable learning rates to each parameter, contingent 

upon the frequency of updates received during training. Thus, 

the Adagrad algorithm elevates the learning rate for seldom 

changed parameters while diminishing the learning rate for 

frequently updated values. This functionality enables 

enhanced optimization inside CNN designs. 

The experiments conducted in model training using 

Adagrad involved analyzing the training loss and accuracy 

generated during the learning process with variations in 

learning iterations in multiples of five, ranging from the 5th 

iteration to the 30th iteration. The outcomes of this experiment 

are depicted in Figure 4.  

According to the test results presented in Table 1, the 

training accuracy improved from 27.98% to 43.09%. 

However, this improvement is not particularly significant. 

Conversely, a consistent decrease is observed in the training 

loss values. Nevertheless, the validation accuracy did not 

exhibit any meaningful change and remained at 34.5%, while 

the validation loss showed a decrease. From this data, it can be 

concluded that at the 5th and 10th iterations, despite the 

increase in training accuracy, the overall accuracy level 

remains relatively low. This indicates that the model produced 

is not yet optimal in performing classification. 

 

 
 

Figure 4. Learning using Adagrad algorithm with epoch 30 

Table 1. Training loss and accuracy test results using 

Adagard optimisation in CNN 

 

Epoch 
Train 

Accuracy 

Train 

Loss 

Validation 

Accuracy 

Validation 

Loss 

5 0.2798 0.5811 0.345 0.5742 

10 0.4309 0.5519 0.345 0.5537 

15 0.37 0.5517 0.3825 0.5525 

20 0.3562 0.5485 0.3225 0.5508 

25 0.5159 0.5372 0.4825 0.5376 

30 0.5725 0.5368 0.5025 0.5375 

 

At the 15th and 20th iterations, a decline in training 

accuracy was observed compared to the previous iterations, 

with values of 37% at the 15th iteration and 35.62% at the 20th 

iteration, respectively. This decline suggests that the model is 

beginning to struggle to learn patterns from the training data. 

This decrease is also evident in the validation accuracy, where 

at the 20th iteration, a drop indicates that the model is not only 

having difficulty learning from the training data but is also 

unable to perform well on the validation data. Furthermore, 

both training loss and validation loss also showed a decrease 

in these two iterations. This decrease in loss indicates that the 

model is experiencing fewer errors in its predictions; however, 

the drop in accuracy suggests that a reduction in loss alone is 

insufficient to guarantee an overall improvement in 

performance. 

In the 25th and 30th iterations, the results demonstrated an 

increase in accuracy. In the 25th iteration, the accuracy 

reached 51.59%, while in the 30th iteration, the accuracy 

further improved to 57.25%. Additionally, validation accuracy 

also experienced an increase compared to the previous 

iterations, achieving a peak accuracy of 50.25% in the 30th 

iteration. This indicates that the model used successfully 

improved its performance with the increasing number of 

iterations. However, a similar trend was not observed in 

training loss or validation loss, as there were no significant 

changes. Both training loss and validation loss remained 

relatively stable throughout these iterations, suggesting that 

the model has reached a saturation point in its learning. 

It can be concluded that in the 30th iteration, the model 

optimized using the Adagrad method achieved a validation 

accuracy of 50.25% and a training accuracy of 57.25%. 

Although the 30th iteration yielded the highest accuracy 

compared to other iterations, this accuracy level remains 

relatively low. This indicates that the application of the 

Adagrad optimization method in the CNN model has not been 

able to produce optimal performance in the classification of 

coffee roasting maturity. The low validation accuracy also 

suggests that the model is experiencing underfitting, which 

necessitates further exploration of alternative optimization 

methods or adjustments to the CNN architecture, such as the 

number of layers or filters used. 

 

3.2 Model training using Adaptive Moment Estimation 

 

Adaptive Moment Estimation (Adam) is a widely used 

optimization algorithm in CNN. The Adam optimization 

algorithm can effectively address problems with numerous 

parameters and large datasets. Adam updates parameters by 

utilizing the first moment estimate (mean) and the second 

moment estimate (uncorrected variance) of the gradients. This 

algorithm is designed to adjust the learning rate adaptively for 

every parameter, depending on the gradient moments.  
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Figure 5. Learning using the Adam algorithm with 30 epochs 

 

The experiments conducted in training the model using 

Adam involve analyzing the training loss and accuracy 

generated during the learning process with varying learning 

iterations in multiples of five, ranging from 5 to 30 iterations. 

The results of the conducted tests are illustrated in Figure 5. 

The testing of the Adam optimization algorithm on the CNN 

was conducted to establish the best number of iterations for 

producing the most effective CNN model in classifying the 

roasting maturity levels of coffee beans. Based on the results 

from the tests conducted between the 5th and the 15th 

iterations, a significant increase in training accuracy was 

observed, rising from 95.29% at the 5th iteration to 98.03% at 

the 15th iteration. Additionally, validation accuracy also 

displayed a positive trend, increasing from 94.5% at the 5th 

iteration to 97% at the 15th iteration. 

The enhancement in accuracy for both the training and 

validation datasets signifies that this model is becoming adept 

at discerning patterns within the data used for training, while 

also generalizing effectively to novel data. This suggests that 

the model not only succeeded in enhancing training accuracy 

but also maintained validation accuracy, thereby minimizing 

the risk of overfitting. 

From the 20th to the 30th iteration, both training accuracy 

and prediction accuracy exhibited relatively high results. 

Training accuracy increased from 98.63% at the 20th iteration 

to 99.06% at the 25th iteration, which marked the point at 

which the highest training accuracy was achieved. However, 

by the 30th iteration, training accuracy experienced a slight 

decline to 98.8%. Meanwhile, prediction accuracy 

experienced minor fluctuations, starting at 97.25% at the 20th 

iteration, dipping slightly to 96.75% at the 25th iteration, and 

then rising again to 97.5% at the 30th iteration. Although there 

was a slight decline at the 25th iteration, this decrease was not 

significant and was followed by an increase in subsequent 

iterations. 

Furthermore, the trends of training loss and validation loss 

generated by the CNN model using Adam optimization also 

demonstrated consistent decreases. The loss values remained 

consistently low and continued to decrease with additional 

iterations, signifying that the model was becoming 

progressively more adept at learning data patterns. The 

decrease in loss indicates a successful training procedure, as 

the model effectively reduced prediction errors throughout the 

learning phase. 

From these testing results, it can be interpreted that although 

training accuracy continued to rise until the 25th iteration, the 

decline observed at the 30th iteration indicates potential 

overfitting at higher iterations. The performance of prediction 

accuracy, which exhibited minor fluctuations, may suggest 

that the model began to experience difficulties in generalizing 

to the test data in certain iterations, although its overall 

performance remained strong. Based on these results, the 25th 

iteration is identified as the most optimal for maintaining a 

balance between high training accuracy and stable prediction 

accuracy. The consistent decrease in both validation loss and 

training loss also signifies that this model is not only learning 

effectively but also demonstrating a trend toward reducing 

errors, which is crucial for ensuring good generalization 

capabilities across various iterations. The data and results are 

presented in greater detail in Table 2 and Figure 5 to illustrate 

the trends in accuracy and loss for each iteration. 

 

Table 2. Results of the training loss and accuracy tests using 

Adam optimization in CNN 

 

Epoch 
Train 

Accuracy 

Train 

Loss 

Validation 

Accuracy 

Validation 

Loss 

5 0.9529 0.1033 0.945 0.0954 

10 0.9742 0.0431 0.97 0.0568 

15 0.9803 0.0297 0.97 0.0496 

20 0.9863 0.0224 0.9725 0.0485 

25 0.9906 0.0141 0.9675 0.0718 

30 0.988 0.0154 0.975 0.0443 

 

3.3 Testing with various training-to-validation splits 

 

After determining the appropriate optimization for the 

developed CNN model, further testing was conducted to 

analyze the performance of the CNN model under different 

data split scenarios. The training and validation data splits 

used in this study were 75:25, 80:20, and 90:10. The number 

of epochs used in the testing was 30. The Adam optimization 

algorithm was employed in this test because it produced better 

validation and training accuracy compared to Adagrad. 

Experimental results demonstrated that Adam achieved a 

validation accuracy of 96.75% and a training accuracy of 

99.06%, outperforming Adagrad, which achieved a validation 

accuracy of 48.25% and a training accuracy of 51.59% at the 

25th iteration. The testing results for the 75:25 data split are 

presented in Table 2, while the results for the 80:20 and 90:10 

data splits are shown in Tables 3 and 4. 

 

Table 3. Training-to-validation testing using the Adam optimization algorithm with an 80:20 data split scenario 

 
Epoch Train Accuracy Train Loss Validation Accuracy Validation Loss 

5 0.9005 0.1748 0.9031 0.1578 

10 0.9632 0.0656 0.9656 0.0582 

15 0.9773 0.0443 0.9656 0.0405 

20 0.9881 0.0232 0.9688 0.0390 

25 0.9849 0.0260 0.9719 0.0318 

30 0.9815 0.0214 0.9688 0.0356 
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Table 4. Training-to-validation testing using the Adam optimization algorithm with 90:10 data split scenario 

 
Epoch Train Accuracy Train Loss Validation Accuracy Validation Loss 

5 0.9206 0.1586 0.9444 0.1435 

10 0.9675 0.0555 0.9361 0.0957 

15 0.9694 0.0443 0.9650 0.0563 

20 0.9818 0.0275 0.9667 0.0479 

25 0.9885 0.0192 0.9722 0.0391 

30 0.9866 0.0245 0.9556 0.0729 

 

Based on the testing results presented in Tables 2-4 with 

training-to-validation data split scenarios of 75:25, 80:20, and 

90:10 using the Adam optimization algorithm, several 

important findings can be interpreted. 

In the 75:25 data split scenario, the model achieved the 

highest validation accuracy of 97.50% at the 25th epoch, with 

a relatively low validation loss of 0.0443. In the 80:20 data 

split scenario, the highest validation accuracy of 97.19% was 

achieved at the 25th epoch, with the lowest validation loss 

recorded at 0.0318. The model demonstrated stable 

performance in this scenario, with training accuracy reaching 

98.49% at the same epoch. Meanwhile, in the 90:10 data split 

scenario, the highest validation accuracy of 97.22% was 

achieved at the 25th epoch, with a validation loss of 0.0391. 

However, at the 30th epoch, the validation accuracy decreased 

to 95.56%, despite the training accuracy remaining high at 

98.66%. This indicates that the model tends to overfit the 

training data when the validation dataset size is smaller. 

Overall, the 80:20 data split scenario exhibited the most 

consistent performance, with more stable validation loss and 

high validation accuracy. Therefore, the recommended data 

split scenario is 80:20. 

 

3.4 Classification results 

 

After developing the CNN model using the LeNet 

architecture and the Adagrad and Adam optimization 

algorithms, the model was applied to classify the ripeness 

levels of coffee beans following the roasting process. The 

experimental results suggest that the Adam optimization 

algorithm produced the most optimal model, with the best 

performance achieved at the 25th iteration. At this iteration, 

the model attained a validation accuracy of 96.75% and a 

training accuracy of 99.06%. The recommended training-to-

validation data split scenario in this study is 80:20. This 

scenario has proven to deliver more stable validation 

performance, with a validation accuracy of 97.19%, a 

validation loss of 0.0318, and a training accuracy of 98.49% at 

the 25th iteration. This CNN model accepts static images as 

input, representing the varying ripeness of roasting maturity 

levels of coffee beans. The classification testing results for the 

ripeness of roasted coffee beans are presented in Table 5. 

The findings of this study align with those reported in 

previous research [15, 16]. This study demonstrates that a 

CNN model with a LeNet architecture optimized using the 

Adam algorithm can effectively classify the roasting maturity 

levels of coffee beans after the roasting process. This research 

provides a significant contribution by complementing earlier 

studies that focused on the classification of roasting errors and 

the classification of raw coffee beans. Furthermore, these 

findings reinforce the potential of deep learning-based 

technologies to enhance efficiency and accuracy in the coffee 

industry, particularly in critical stages such as the 

classification of roasting maturity levels. Additionally, the 

results of this study pave the way for further developments, 

such as applying the approach to larger datasets or exploring 

other CNN architectures to improve model performance. 
 

Table 5. The results of testing the classification of the 

maturity level of roasted coffee beans 
 

Input Output 
Classification 

Result 

  

Green 

  

Light 

  

Medium 

  

Dark 

 

 

4. CONCLUSION 

 

In this study, a CNN model has been successfully developed 

using the LeNet architecture along with two optimization 

algorithms, namely Adagrad and Adam. The Adam 

optimization demonstrated superior performance in generating 

the most optimal model. The experimental results 

demonstrated that Adam achieved a validation accuracy of 

96.75% and a training accuracy of 99.06%, outperforming 

Adagrad, which achieved a validation accuracy of 48.25% and 

a training accuracy of 51.59% at the 25th iteration. These 

results indicate that the developed model has effectively 

classified the maturity level of post-roasted coffee beans with 

a very high accuracy rate. Furthermore, the successful 

application of Adam optimization suggests that this algorithm 

is more effective than Adagrad in accelerating the 

convergence process and achieving more accurate results, 

particularly with the dataset used in this classification.  

The recommended training-to-validation data split scenario 

in this study is 80:20. This scenario has proven to deliver more 

stable validation performance, with a validation accuracy of 

97.19%, a validation loss of 0.0318, and a training accuracy of 

98.49% at the 25th iteration. The high performance of the 
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model reflects the CNN's ability to recognize critical features 

related to the maturity levels of coffee beans, making it a 

reliable approach for applications in the coffee roasting 

industry. The findings of this study indicate that a CNN model 

with a LeNet architecture, optimized using the Adam 

algorithm, can effectively classify the roasting maturity levels 

of coffee beans after the roasting process. Future research may 

be conducted to evaluate the performance of this model on 

larger and more diverse datasets to enhance its generalization 

across various real-world conditions. 
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