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Mental health research and brain study have rapidly developed with advanced technologies 

including artificial Intelligence and deep learning. This research has grown enormously to 

solve the mental health issues of the current generation that are affected by various factors. 

The approaches driven by data with certain attributes are helping to detect, diagnose, and 

solve mental health disorders. Specifically, the rapidly developing discipline of precision 

psychiatry makes use of sophisticated computer methods to provide more individualized 

mental health care. This paper presents a model based on deep learning named Bidirectional 

Encoder Representations from Transformers and Gated Recurrent Unit-based 

Convolutional Neural Network (BERT and GRU-based CNN). It aims to transform the 

landscape of mental health diagnostics through the integration of cutting-edge deep learning 

models. BERT model Leveraging the power of a transformer focuses on developing a 

sophisticated system capable of accurately and efficiently diagnosing mental health 

disorders. A gated recurrent Unit used to analyze diverse datasets encompassing behavioral 

patterns, physiological signals, and contextual information, strives to provide timely and 

personalized insights. Finally, the Convolutional neural network will detect the final mental 

health condition of the person by analyzing all the patterns. The experimentation is done on 

the dataset to check the model accuracy resulted in 97%. The goal is to enhance early 

detection, enable targeted interventions, and ultimately improve the overall mental well-

being of individuals. This paper outlines our commitment to harnessing technology for the 

advancement of mental health diagnostics and underscores the potential impact of this 

model in revolutionizing mental healthcare practices. 
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1. INTRODUCTION

An application of deep learning for mental health 

diagnostics has shown promise in recent years as a way to 

transform conventional methods of assessment and therapy. 

Mental health issues are a major global burden that impairs 

people's quality of life and puts pressure on global healthcare 

systems [1]. Even with the severity and frequency of these 

illnesses, prompt and precise diagnosis is still difficult to come 

by, which frequently causes delays in starting therapy and 

worse-than-ideal results [2]. Image identification, natural 

language processing, and medical diagnostics are just a few of 

the fields in which deep learning, a subset of artificial 

intelligence that draws inspiration from the structure and 

functions of the human brain, has shown impressive results [3]. 

Leveraging large datasets and complex neural networks, deep 

learning algorithms have shown the potential to enhance the 

accuracy and efficiency of mental health assessments [4]. 

The capacity of machine and deep learning algorithms to 

identify patterns is one of its key advantages. These techniques 

show some promise in identifying generally applicable trends 

among those who suffer from mental health disorders. For 

example, Carrillo et al. [5] demonstrated how transcribed 

textual data may be used to accurately identify healthy controls 

from patients experiencing depression using a Gaussian Naive 

Bayes classifier with an F1-score of 0.82. Considering the 

known challenges in identifying mental health issues, 

psychiatrists can gain from depression diagnosis methods. 

Mental health disorders lack objective illness indicators, in 

contrast to other areas of medicine [6]. One of the main 

difficulties in diagnosing psychopathology is the absence of an 

objective marker [7]. Because populations with the same 
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diagnosis sometimes have significantly different symptoms, 

current diagnostic techniques are under scrutiny [8]. 

Unsupervised learning techniques assist in the identification 

of several subgroups of depression or maybe new diagnoses. 

Drysdale et al. [6] examined functional connectivity across 

patients diagnosed with depression to evaluate depressive 

heterogeneity using hierarchical clustering, an unsupervised 

learning technique. Unsupervised techniques allow 

researchers to discover previously unknown links, even if 

supervised techniques are used in the majority of the research 

examined in this study. They distinguished four distinct 

depression biotypes using fMRI scans. It has been shown that 

the responses to rTMS therapy vary throughout these biotypes. 

Every subtype probably represents a distinct illness because 

they all responded to therapies in various ways. The potential 

of artificial intelligence systems to facilitate the shift to new 

diagnostic taxonomies is demonstrated by this work. 

Contemporary computing techniques not only facilitate the 

identification and diagnosis of mental health disorders but also 

present an opportunity to customize therapy recommendations. 

To determine which antidepressant is best for a patient, 

physicians now use a trial-and-error method [9, 10]. Chang et 

al.'s revolutionary research [11] shows that psychiatrists can 

assess an antidepressant drug's expected effect before 

administering it. Their research demonstrates that the 

Antidepressant Response Prediction Network, or ARPNet, is 

an artificial neural network that can accurately forecast an 

antidepressant's side effects before starting therapy. The 

potential for patient-specific treatment is increased by these 

technologies. Artificial intelligence's initial goal was to mimic 

human functions artificially [12]. Such research aimed to 

develop symbolic artificial intelligence in its early stages. 

"Carry out a series of logic-like reasoning steps over language-

like representations" was the stated objective of work on 

symbolic artificial intelligence [13]. 

That being said, most artificial intelligence researchers are 

no longer primarily interested in symbolic artificial 

intelligence. Instead, pattern recognition based on artificial 

neural networks is currently dominating the field. A significant 

amount of the current research on neural networks is based on 

the first example of a perceptron, which can be found in 

Rosenblatt's seminal work [14]. The emergence of deep 

learning can be attributed to the expansion of these networks 

due to technical breakthroughs [15]. In deep learning, "depth" 

refers to an artificial neural network's quantity of hidden layers. 

However, there is disagreement on what constitutes a "deep" 

neural network [16]. Sheu [17] has proposed a deep neural 

network must include at least three layers: an input layer, a 

hidden layer, and an output layer. However, before classifying 

a network as a deep neural network, modern researchers 

typically need to identify multiple hidden layers. 

By tackling these goals, this study hopes to add to the 

expanding corpus of research on the correlation between 

advanced technologies and mental health that offer insights 

into the deep learning technology may revolutionize mental 

health diagnoses. This paper explores the potential of deep 

learning technology to revolutionize mental health diagnostics 

by providing a comprehensive review of existing literature, 

methodologies, and applications. By analyzing the strengths 

and limitations of current approaches, we aim to make use of 

opportunities for future research and development in this 

rapidly evolving field. 

The primary research contributions of this paper are given 

as follows: 

• Examine the state of mental health diagnosis today and the 

difficulties in using conventional methods of assessment. 

• Design the BERT- GRU-CNN framework to identify the 

patterns in the dataset to diagnose mental health issues. 

• Design a hybrid framework BERT-GRU-CNN with 

modified layers with clinical data settings for a range of 

mental health conditions, such as bipolar disorder, 

schizophrenia, anxiety, and depression. 

• Evaluate the designed model for the applicability, benefits, 

drawbacks, and moral issues surrounding the use of deep 

learning technology in mental health diagnosis. 

 

 

2. LITERATURE SURVEY 

 

Leveraging the vast text corpus generated by social media, 

deep learning, and natural language processing have made 

tremendous progress in identifying mental health. Social 

media datasets used for mental health diagnosis can be thought 

of as a kind of supervised learning problem where postings are 

categorized as classes on mental stability. Out of the examined 

literature, two types of research stand out: those that rely 

exclusively on self-report and those that use self-report or 

psychometric testing to confirm the presence of depression in 

patients. The few books on mental health conditions and their 

identification, diagnosis, and treatment are listed below. 

Mao et al. [18] thoroughly looked at the use of deep learning 

techniques for automated depression diagnosis utilizing a 

variety of modalities, including textual data and neuroimaging. 

Future research directions are suggested by the writers, who 

also address the potential problems in this developing field. 

The possibility of predicting anxiety disorders using 

longitudinal social media data obtained from individuals is 

investigated in a study by Ahmed et al. [19]. The authors show 

encouraging outcomes in the early identification and tracking 

of anxiety-related symptoms by utilizing deep learning 

algorithms, underscoring the promise of digital phenotyping in 

mental health diagnostics. Using resting-state functional MRI 

data, Ruiz de Miras et al. [20] presented a deep learning 

framework for separating patients with schizophrenia from 

healthy controls. The model's great accuracy in differentiating 

between the two groups suggests that it could be used as an 

additional tool to support clinical diagnosis and comprehend 

the neurological basis of schizophrenia. 

Convolutional neural networks (CNNs) were applied for the 

automatic identification of Alzheimer's disease using brain 

MRI data by Ebrahimi et al. [21]. With its strong ability to 

distinguish Alzheimer's patients from healthy persons, the 

suggested CNN model presents a promising non-invasive 

method for early diagnosis and disease monitoring. A 

thorough assessment of deep learning methods for multimodal 

analysis of mental health diseases is given in the 

Shamshirband et al. [22] review paper. This includes methods 

for combining heterogeneous data sources such as 

neuroimaging, genetic, and clinical data. Future research 

directions are suggested by the writers, who also address the 

potential and problems in this multidisciplinary field. 

Iyortsuun et al. [23] recognizes the difficulties in 

implementing machine learning in the field of mental health, 

including issues with data quality, interpretability, and ethics. 

It also outlines future research goals to overcome these 

challenges and apply machine learning models to clinical 

practice for improved diagnosis and treatment planning. 

Understanding the state-of-the-art in deep learning for 
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neuroimaging-based mental disorder classification is made 

possible by Zhang et al.'s [24] review, which highlights the 

technology's potential to advance our understanding of the 

connections between the brain and behavior in mental health 

disorders and to boost diagnostic precision. The review 

addresses the challenges and limitations associated with 

applying deep learning methods to the neuroimaging-based 

classification of mental illnesses. These comprise data 

heterogeneity, small sample sizes, deep learning model 

interpretability, and reproducibility of findings. 

Gomes et al. [25] conducted a comprehensive review of the 

analysis of wearable sensor data for mental health monitoring. 

The paper addresses the challenges and limitations associated 

with the use of wearable sensor data processing for monitoring 

mental health. These include issues with data quality, 

inconsistent sensor locations, noncompliance from users, and 

privacy issues. The necessity of standardizing and validating 

wearable sensor-based mental health assessment instruments 

is another topic covered. Naslund et al. [26] conducted a 

thorough analysis of the relationship between social media use 

and mental health. This comprehensive analysis emphasizes 

the need for holistic ways to address the issues that social 

media use poses in the digital era by highlighting both the good 

and negative elements of the complex relationship between 

social media use and mental health. 

Stahlschmidt et al. [27] offer insightful information about 

the state-of-the-art in multimodal data fusion for mental health 

diagnostics, emphasizing how it has the potential to 

revolutionize the evaluation, identification, and treatment of 

mental health diseases. The benefits of multimodal data fusion 

in mental health diagnostics are discussed in the review, 

including increased precision in diagnosis, a better 

comprehension of disease heterogeneity, and customized 

treatment planning. Nevertheless, it also tackles difficulties 

related to multimodal data fusion, such as problems with data 

integration, feature selection, and fused data interpretation. 

The summary of the epidemiology of anxiety-related 

conditions in the twenty-first century is provided by Bandelow 

and Michaelis [28]. They have investigated several risk 

variables, such as genetic predisposition, stressful 

circumstances, early adversity, and neurobiological factors, 

that are linked to the emergence of anxiety disorders. They go 

over how all of these risk factors work together to cause 

anxiety disorders to develop and persist throughout life. 

Chekroud et al. [29] present a unique machine-learning 

method to forecast depression treatment results in several 

clinical trials. Through the application of machine learning 

techniques, physicians may be able to customize treatment 

plans according to the unique features of each patient, 

improving therapeutic results and lessening the need for trial 

and error when choosing a course of action. Ahmed et al.'s 

machine learning method [30] for identifying anxiety and 

depression makes use of supervised learning strategies. The 

work creates opportunities for more investigation into the use 

of machine learning in mental health diagnosis. Subsequent 

research endeavors may delve into the amalgamation of 

multimodal data sources, substantiation of models across 

heterogeneous populations, and implementation of automated 

screening instruments in authentic healthcare environments. 

Sau and Bhakta [31] are looking at the use of machine 

learning technologies to predict anxiety and depression in 

elderly people. The study offers suggestions for future 

developments in the area of machine learning applications for 

evaluating senior adults' mental health. Further research 

projects could focus on adding more sources of data, 

improving prognostic models, and validating results in real-

world clinical settings. The application of machine learning 

technologies for the screening of anxiety and depression in 

seafarers is examined by Sau and Bhakta [32]. The study offers 

suggestions for further research directions regarding the 

application of machine learning to the evaluation of the mental 

health of sailors. Subsequent research endeavors may delve 

into the assimilation of supplementary data sources, 

corroborating predictive models across heterogeneous 

populations, and executing screening measures in authentic 

maritime environments. 

Using data from a UK military cohort, Leightley et al. [33] 

employed supervised machine learning algorithms to assess 

the possibility of post-traumatic stress disorder (PTSD). The 

article offers suggestions for future research directions on the 

application of supervised machine learning methods for 

mental health screening in military populations. Utilizing 

ensemble machine learning techniques, Papini et al. [34] 

conducted a study to predict the screening status for 

posttraumatic stress disorder (PTSD) following 

hospitalization in the emergency room. The study makes 

suggestions for other research directions on ensemble machine 

learning's use in mental health screening in emergency rooms. 

US veterans' speech-based markers of posttraumatic stress 

disorder (PTSD) were investigated in a study by Marmar et al. 

[35]. The study offers suggestions for future lines of inquiry 

into speech-based PTSD markers. A study on the adaptive 

detection of brain and subcortical imaging indicators linked to 

posttraumatic stress disorder (PTSD) and early life stress (ELS) 

was carried out by Salminen et al. [36]. 

The most extensively studied applications of machine 

learning, natural language processing, and deep learning in 

mental health care support now involve detection systems. 

Section 1 introduces the mental health conditions and the 

factors affected, the various advanced technologies along with 

objectives and the scope of the proposed work. The method of 

contemporary computational tools influencing the 

identification of mental health disorders along with the 

proposed research contributions are given in Section 2. Section 

3 provides a proposed hybrid deep learning and natural 

language processing-based model to detect mental health 

disorders with a description of the cutting-edge technologies 

being employed to transform the diagnostic systems of today. 

Furthermore, Section 4 offers an implementation and 

evaluation results of the proposed model with real-time 

suitability. Finally, the last section concludes the overall work 

and suggestions for further enhancement followed by 

references. 

 

 

3. PROPOSED METHOD 

 

3.1 Data gathering 

 

Data gathering is the initial stage of the proposed model 

design and it is necessary to gather the data required to design 

and evaluate the model. The gathered post data from six 

conditions relating to mental health are depression, anxiety, 

bipolar, BPD, schizophrenia, and autism, each of which is said 

to be linked to a particular disorder. To further evaluate the 

proposed framework with general health information, also 

gathered post data from the most popular Subreddit for health-

related content. We gathered the user IDs from every 
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Subreddit where at least one post had something to do with 

mental health. Using the web scrapping tool, we gathered titles 

and posts in addition to user IDs. In total, 348,637 people who 

posted 732,384 messages in the different Subreddit provided 

data for the current study. 

 

3.2 Procedure for pre-processing data 

 

Data pre-processing is the second very important step in the 

research for cleaning the post-data collection from social 

media. Following data collection, every title and related post 

was merged. For every post, we eliminated extraneous 

punctuation and white space. Then, we filtered frequently used 

words (stop words) and tokenized user postings using the 

Python implementation of the Natural Language Toolkit. 

We made advantage of the NLTK library's stop word list. 

Common terms like pronouns, prepositions, and conjunctions 

that are usually eliminated in natural language processing 

tasks are included in this list. As a starting point, we modified 

the typical stop word list by eliminating words like "anxiety" 

and "depression", which are pertinent to discussions about 

mental health, and adding filler words like "lol", "umm", and 

"lol" that are commonly used in casual writing. 

 

3.3 BERT-based GRU-CNN model 

 

The proposed model is a deep learning and natural language 

processing model for predicting mental health disorders. The 

model is designed by using three models BERT, GRU, and 

CNN. The complete design is explained in the below section. 

The initial stage of the model is using the BERT natural 

language model to process the data by training in both 

directions. The Bidirectional Encoder Representations from 

Transformers (BERT) deep learning model is intended to 

jointly condition on both left and right contexts in every layer 

in order to pre-train bidirectional representations. Natural 

language processing (NLP) activities including named entity 

identification, sentiment analysis, and question answering 

have been transformed by BERT, a Google creation. The 

essential component of BERT's design is the self-attention 

mechanism, which enables the model to assess each token's 

significance in relation to every other token in a sequence. The 

dot product of a token's T vector and the V vectors of every 

other token in the sequence is used to calculate the attention 

scores. To stabilize gradients, the scores are scaled using the 

square root of dimensionality of K. An attention score AS is 

calculated using the Eq. (1): 

 

𝐴𝑆 =
𝑇𝑉𝐾

√𝑑𝑣

 (1) 

 

The input to the BERT is a sequence of tokens, that are the 

combination of the words and special tokens. Each token i is 

then converted into three embedding token embedding, 

segment embedding, and position embedding as shown in Eq. 

(2): 

 

𝐸𝑖 = 𝑇𝑖 + 𝑆𝑖 + 𝑃𝑖 (2) 
 

The position-wise feed-forward network and multi-head 

self-attention are the two sublayers that make up each encoder 

layer. Between each of the two sublayers, the normalization 

and residuals layers are applied. In this study, we employ the 

BERTBASE model, which has 110 million parameters, 12 

self-attention heads, a hidden size of 768, and an encoder 

transformer blocks of twelve. We employ the BERT model's 

feature-based methodology to get a text data in quantitative 

representation. This is a feature-based approach hence takes a 

pre-trained model and uses it to extract fixed features.  

The feature-based technique offers two benefits over the 

fine-tuning approach. First, a feature-based approach may be 

used to add several unique model architectures to each job. 

This is done because not all issues can be promptly resolved 

by the transformer encoder architecture. Second, because the 

precomputation representation procedure is only done once, 

the feature-based method increases computational efficiency. 

The variant of RNN considered as a simplest form of the 

conventional LSTM is the gated Recurrent Unit. The GRU 

introduces a gate called the reset gate, that helps combine the 

input. It also merges the functionality of the forget and input 

gates from the LSTM into a single gate, known as the update 

gate. Additionally, GRU creates a single hidden state by fusing 

two LSTM states the hidden state and the cell state. At the 𝑡-

th time step, GRU, like LSTM, feed input as a vector xt and a 

hidden state h(t-1). Finding out what data from the prior time 

step has to be replicated is the first stage in the GRU process. 

The update gate zt, as indicated in Eq. (3), is used for this phase. 

 

𝑧𝑡 = 𝜎 (𝑊𝑧𝑥𝑥𝑡 + 𝑊𝑧ℎ ℎ𝑡−1 + 𝑏𝑧) (3) 

 

That data from the previous time period should be discarded 

is decided in the following step, which is to reset the gate 𝑟𝑡 . 

The Eq. (3) illustrates this phase. The hidden state candidate 

value  ℎ𝑡  is then determined using the reset gate's findings, 

which aids in preserving important historical data. The 

candidate value of concealed state is calculated using Eq. (4). 

 

𝑟𝑡 = 𝜎 (𝑊𝑟𝑥𝑥𝑡 + 𝑊𝑟ℎℎ𝑡−1 + 𝑏𝑟) (4) 

 

ℎ𝑡̃ =𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝑊ℎ𝑥𝑥𝑡 + 𝑟𝑡 ⊙ 𝑊ℎ  ℎ𝑡−1 + 𝑏ℎ) (5) 

 

Finding the hidden state ℎ𝑡, that is required to collect and 

forward data to the following stage is the final step. The hidden 

state may be computed using the formula in Eq. (5): 

 

ℎ𝑡 = 𝑧𝑡  ⊙ ℎ𝑡 − 1 + (1 − 𝑧𝑡) ⊙ ℎ𝑡̃ (6) 

 

Here, 𝑊{ 𝑧𝑧,𝑧ℎ,𝑟𝑟,𝑟ℎ,ℎ𝑥,ℎ}  considered as a weighted matrix and 

𝑏{𝑧,𝑟,ℎ} considered as a biased vector [6]. 

The GRU processes sequential data and outputs a hidden 

state for each time step. This hidden state is a vector 

representation that captures temporal dependencies and 

sequential patterns in the data. The GRU's output can be a 

sequence of hidden states: Each time step has a corresponding 

output. Or a final hidden state: Summarizes the entire 

sequence. It will be feed as input to the CNN. 

An outline of the CNN-based approach that has been 

suggested. This model's convolutional layer receives word 

vector input and applies a variety of filters with five different 

filter sizes. To avoid over-fitting problems, we also used a 

dropout rate of 0.25. Similar to many f filters, U will use the 

convolution layer to evaluate the input and determine the 

salient features of each region within a given region size. 

Assume that the jth word vector representation is represented 

by 𝑦𝑗and that the vector combination of the words 𝑦𝑗 to 𝑦𝑗+𝑘−1 

is represented by 𝑌[𝑗:𝑗+𝑘−1] . The feature vector 𝑉 =

[𝑣1,𝑣2, … … … . , 𝑣𝑚−𝑘+1] for each filter is determined using Eq. 

216



 

(2), where l and m stand for the matrix's rows and columns and 

n is a nonlinear activation function. The convolutional layer 

sends the output to max pooling layer as shown in the form of 

Eq. (7). 

 

𝑣𝑗 = 𝑛( ∑ ∑ 𝑌[𝑗:𝑗+𝑘−1]𝑚,𝑙 . 𝑈𝑚,𝑙

𝑎

𝑙=1

𝑘

𝑚=1

) (7) 

 

The max-pooling layer, which has a size of 128 and uses the 

maximum values inside the CNN filters. The output of the 

convolutional layer is processed by the max pooling layer by 

extracting the most prominent features v, thus 𝑣̂= max {v}.  

GRU-CNN was one of the hybrid deep learning models 

employed in this study. Prior to doing sentiment analysis with 

these models, BERT is used to convert the input text data into 

a numerical representation. GRU-CNN based on BERT. Every 

input sentence in GRU-CNN models passes the procedure. To 

identify the key characteristics in the data, GRU first processes 

the text representation that is the result of the BERT model. 

After that an output is fed into the CNN model that considers 

the data order to produce a new representation. The GRU-

CNN models' architecture is made to handle mental health data 

with a variety of significant feature patterns. Every input 

sentence goes through a GRU-CNN model procedure. Here, 

GRU learns the features by observing the sequence of features 

quality in the data. CNN then receives the GRU output and 

searches the data for key characteristics. Additionally, the 

output is mapped into two categorization classes using a fully 

linked layer. 
 

 

4. RESULTS AND DISCUSSIONS 

 

This section provides detailed information about the 

experimentation and the results. The experimentation is done 

with the help of Python programming with various available 

libraries in Google Colab. This research started with the data 

collection, preprocessing for cleaning, and further processing. 

The suggested model uses data processing to provide a 

numerical representation of the data. In order to categorize and 

label the data for sentiment analysis, this output is then fed into 

the hybrid ensemble model GRU-CNN. Lastly, the model will 

forecast the individual's mental health status depending on the 

different input inputs. So, the proposed model is evaluated and 

analyzed for real-time implementation using various 

parameters. 

Following this process, 586,573 posts from 348,637 users' 

data were used for the analysis. For the model evaluation, the 

dataset is divided into training (80%) and testing (20%) sets. 

Then, the proposed model is employed and we excluded the 

posts of users who wrote posts across multiple Subreddit in the 

learning phase. The following platform was used to conduct 

the experiments: Processor: 3.90GHz Intel Core i9-12900K, 

GPU: NVIDIA RTX 3090, RAM Storage: NVMe SSD 1TB, 

PyTorch 2.0 framework with scikit-learn 1.3.0 and NumPy 

1.24.3 libraries System software: Ubuntu 22.04 LTS. Effective 

model testing and training were made possible by this setup. 

There are two types of data used in this study: test data, 

training data, and validation data. In which, 10% of each 

dataset will be used for testing, and validation, the remaining 

80% is used for training. Subsequently, the data is fed into the 

CNN-GRU hybrid model after passing through the BERT text 

data representation process; the results are compared with the 

few mechanisms that are currently in place to demonstrate the 

effectiveness of the model. We use the possible 

hyperparameter values to construct each model built using 50 

epochs to train the data during the learning phase. Adam 

optimization is used with a batch size of 32 and a learning rate 

of 1×10−3. Then, categorical cross-entropy is used as the loss 

function, and Bayesian optimization will be used to optimize 

the hyperparameter values with a maximum of 10 trials. 

During the model training process, we employ early stopping 

with five patience levels. Validation loss is the value being 

watched, thus if it rises across five epochs, the learning. 

To determine if the model could be deployed, we examined 

its inference time in addition to analyzing accuracy and other 

performance indicators. Inference time was assessed for batch 

sizes of 1, 8, and 16 in experimentation. The model's suitability 

for real-time applications was demonstrated by the findings, 

which indicated that the average inference time for a single 

input was 10ms. However, implementation on devices with 

limited resources could necessitate additional optimization, 

like model quantization. 

The total effectiveness of the suggested model and a 

comparison with current methods are displayed in Table 1. 

The hybrid deep learning natural language processing model 

is the BERT-GRU-CNN model that has been suggested. 

Parameters like as accuracy, precision, recall, F1-Score, and 

error are used to evaluate the model. Support Vector Machine 

(SVM), Linear Regression (LR), Random Forest (RF), Naïve 

Bayesian (NB), GRU-CNN, and Convolutional Neural 

Network, LSTM-CNN are examples of current methods. 

 

 
 

Figure 1. Performance evaluation of the proposed model with the existing model 
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Table 1. The area under the curve for each algorithm's performance 

 
Parameter SVM RF LR NB CNN LSTM-CNN SVM-PCA GRU-CNN BERT-GRU-CNN 

Accuracy in % 75 88 85 72 77 85 89 92 97 

Precision in % 78 80 82 78 79 88 90 93 98 

Recall in % 75 84 89 79 80 84 89 90 96 

F1- Score in % 73 85 81 76 78 89 91 92 95 

Error in % 24 22 14 14 23 14 11 8 3 

Accuracy, Recall, Precision, F1-Score, and Error rate are 

the five important performance metrics used to compare 

various machine learning models in Figure 1. approximately 

75%, 78%, 75%, 73%, and 24% were achieved by Support 

Vector Machine (SVM); approximately 88%, 80%, 84%, 85%, 

and 22% were achieved by Random Forest (RF); 

approximately 85%, 82%, 89%, 81%, and 14% were achieved 

by Logistic Regression (LR); approximately 72%, 78%, 79%, 

76%, and 14% were achieved by Naive Bayes (NB); 

approximately 77%, 79%, 80%, 78%, and 23%, 85%, 88%, 

84%, 89%, and 14% for LSTM-CNN Hybrid, about 89%, 90%, 

89%, 91%, and 11% for SVM with PCA, approximately 92%, 

93%, 90%, 92%, and 8% for GRU-CNN Hybrid, and 97% 

accuracy for the proposed BERT-GRU-CNN Hybrid, 

indicating superior performance in creating accurate 

predictions. Precision: 98% indicates that the majority of its 

optimistic forecasts came true. Recall: 96% demonstrates that 

it successfully recognizes real positives; F1-Score: 95% 

indicates that the model is effective and balanced. Error: 3% 

denotes the most dependable outcome. 

This indicates that the BERT-GRU-CNN Hybrid 

framework that has been suggested performs exceptionally 

well on all criteria, proving the value of fusing transformer-

based architectures with deep learning models. Advanced 

hybrid models especially those that combine CNN, BERT, and 

GRU perform better than classic machine learning models on 

all measures, making them the optimal option for this task. 

 

 

5. CONCLUSION 

 

Deep Learning and Natural Language Processing are two 

examples of the cutting-edge technologies that have 

accelerated the study of the brain and mental health. The field 

of research has greatly expanded in an attempt to address the 

many aspects affecting the mental health of the current 

generation. Methods based on data with specific 

characteristics assist in the identification, diagnosis, and 

treatment of mental health issues. In particular, precision 

psychiatry a fast-growing field uses advanced computer 

techniques to deliver more specialized mental health services. 

This research introduces a deep learning model called Gated 

Recurrent unit-based Convolutional Neural Network (GRU-

based CNN) and Bidirectional Encoder Representations from 

Transformers (BERT and GRU-based CNN). It utilizes the 

deep learning algorithms to change the way mental health 

diagnoses are conducted. BERT framework Making 

advantage of transformer power focuses on creating an 

advanced system that can quickly and precisely diagnose 

mental health issues. A gated recurrent unit analyses a variety 

of variables, including physiological signals, behavioral 

patterns, and environmental data, to produce timely and 

individualized insights. 

Ultimately, by analyzing every pattern, a convolutional 

neural network will determine the individual's ultimate state of 

mental health. Overall, the model accuracy is about 97% 

resulting in the experimentation to verify the model's 

correctness. Enhancing early identification, enabling focused 

interventions, and eventually improving people's general 

mental health are the objectives. The proposed model has 

shortcomings in handling long texts and the multilingual 

inputs. The model can be further integrated with AI Chabot to 

increase the scalability and usage experience on the real-world 

data. Large Learning Models can be used to learn a large 

amount of data and suggestions or tips can be provided for 

depressed people to come out of it. 
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