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With the rapid urbanization process, waste management has become a significant 

environmental issue globally. Waste sorting, as an effective method of resource recycling 

and environmental protection, has gradually become a key solution to the waste pollution 

problem. Traditional waste classification methods rely on manual labor, which is inefficient 

and prone to errors, making them inadequate for modern urban waste management. In recent 

years, image recognition and artificial intelligence (AI)-based methods for waste 

classification have gained widespread attention, with deep learning techniques, particularly 

Convolutional Neural Networks (CNNs), showing great potential in waste sorting. 

However, existing research on waste classification models faces challenges such as 

imperfect network structures, insufficient training data, and poor environmental 

adaptability, which limit their application in complex environments. This study proposes a 

waste classification model based on image recognition and AI to enhance classification 

accuracy and efficiency. First, an improved PCANet and SDenseNet network structure is 

combined to propose a new feature extraction and representation method, enhancing the 

model’s feature learning ability. Secondly, a layered learning strategy, combined with the 

traditional backpropagation algorithm, is used to optimize the training process and improve 

learning efficiency. Finally, experimental results demonstrate that the proposed waste 

classification model significantly outperforms traditional models in classification accuracy 

and processing capability in various environments, providing a new solution for the 

advancement of waste classification technologies. 
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1. INTRODUCTION

With the continuous advancement of urbanization, waste 

management has become a significant issue faced by modern 

society. Waste classification not only helps with the effective 

recycling and reuse of resources but also reduces pollution 

caused by landfilling and incineration, thus improving the 

ecological environment and the quality of human life [1-4]. 

However, traditional waste classification methods rely on 

manual identification and sorting, which are inefficient and 

prone to errors [5-7]. In recent years, waste classification 

technology based on image recognition and AI has gradually 

become an important means to address this issue [8-10]. 

Through image recognition technology, automatic 

classification of waste not only improves classification 

efficiency but also enables more precise processing, thereby 

reducing human labor intensity and minimizing potential 

errors in the waste sorting process. 

In the fields of waste classification and environmental 

protection, AI technologies, especially deep learning and 

image recognition technologies, have shown great potential 

[11, 12]. The use of deep neural networks for image feature 

extraction and classification has become the mainstream 

direction in current waste classification research. Related 

studies have shown that using deep learning models for waste 

image recognition can significantly improve classification 

accuracy and processing efficiency [13-17]. However, existing 

waste classification systems still face certain challenges in 

terms of model accuracy, training efficiency, and 

environmental adaptability. These challenges mainly arise 

from imperfect network structures, limitations in feature 

extraction, and issues like overfitting and insufficient 

generalization ability during the training process [18, 19]. 

Therefore, further improving the network architecture and 

training strategy of waste classification models and optimizing 

classification results is of significant importance for enhancing 

the practicality and popularization of waste classification 

technologies. 

Although many deep learning-based waste classification 

methods currently exist, they still have some shortcomings. 

For example, many existing models struggle to achieve ideal 

classification results when faced with waste images in 

complex environments, especially in cases of lighting 

variation, occlusion, and the diversity of waste types [20]. In 

addition, in existing methods, the model training process often 

relies on a large amount of labeled data and lacks effective 

adaptive strategies to address the balance between 

classification accuracy and computational efficiency. 

Therefore, designing a waste classification model that can both 

improve accuracy and perform well in complex environments 
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has become a key issue that needs to be solved. 

The main research content of this paper includes three 

aspects. First, a waste classification model network structure 

based on the improved PCANet and SDenseNet cascade is 

proposed, which enhances the model’s ability in feature 

extraction and representation by combining the advantages of 

both. Second, the study explores the training process that 

combines the layered learning strategy of the improved 

PCANet with the traditional backpropagation of SDenseNet 

cascade, thus improving the model's learning efficiency and 

accuracy. Finally, through experiments, the practical effect of 

the proposed model in waste classification tasks is validated, 

demonstrating its potential for application in different 

environments and scenarios. This research not only provides 

new ideas for the optimization of waste classification 

technology but also offers theoretical support and technical 

assurance for the construction of environmental protection and 

intelligent waste management systems. 

 

 

2. NETWORK STRUCTURE OF THE WASTE 

CLASSIFICATION MODEL 

 

 
 

Figure 1. Schematic diagram of the improved PCANet 

network structure 

 

The waste classification model proposed in this paper 

combines the improved PCANet and SDenseNet cascade 

structure, aiming to improve the feature extraction ability and 

classification accuracy in waste classification tasks. In waste 

classification tasks, the diversity and complexity of images 

require the model to have strong feature learning ability. The 

improved PCANet can effectively avoid information loss in 

this regard, enhancing the model’s adaptability to different 

types of waste images, particularly when facing interference 

from different angles, lighting, and background noise, 

showing higher robustness. As a sub-network, SDenseNet 

further extracts high-level features based on the low-level 

features extracted by the improved PCANet. Through the 

alternating cascade design of dense modules and transition 

modules, SDenseNet not only enhances the transfer and reuse 

of features but also improves the network's expressive power 

by introducing deeper nonlinear mappings. This design not 

only improves the model's ability to handle complex 

backgrounds and details of waste images but also, through 

global average pooling (GAP) and fully connected layers, 

ultimately produces accurate classification results. Figure 1 

shows the schematic diagram of the improved PCANet 

network structure. 

In the first layer of the improved PCANet, each 

convolutional kernel group contains multiple convolutional 

templates, each with a size of j1×j2. These convolutional 

templates perform convolution operations on the original 

image to extract vh groups of feature maps. The number of 

convolution kernels in each group and the size of the 

convolutional templates can be set according to actual needs 

to achieve effective feature extraction for different types of 

waste images. The parallel application of multiple sets of 

convolution kernels enables the network to simultaneously 

extract image features in multiple directions and scales, 

capturing the diversity and detail information of the image. In 

particular, when dealing with complex backgrounds and 

diverse waste categories, it can maintain a high feature 

extraction ability. Through the "channel-wise pooling" 

operation, the network further enhances the nonlinear 

expression ability of the feature maps, while compressing the 

number of feature maps to effectively avoid information 

redundancy and reduce computational complexity. Let the first 

layer have vh groups of convolution kernels 

{Jn,h|n=1,2,…,vn,h= 1,2,.,vh}, and the n-th feature map of the 

h-th group be represented as Du,n,h. The vh groups of feature 

maps extracted from the original image Uu(u=1,2,...,vu) can be 

expressed as: 

 

, , ,u n h u n hD U J=   (1) 

 

Assuming that the absolute value and maximum value 

functions are represented by ABS(·) and MAX(·), the combined 

feature map Du,n can be expressed as: 

 

 
( )( ), , ,

1,2,..., h
u n u n h

g v
D MAX ABS D


=  (2) 

 

It is clear that vn is the number of Du,n. 

In the second layer of the improved PCANet, the input is 

the feature map Du,n from the first layer, where vh is consistent 

with the first layer, but the number of convolution kernels vn' 

and the size of the convolution kernels j′1×j′2 can be adjusted 

according to task requirements. The design of the 

convolutional kernel groups and templates in this layer allows 

the network to further extract higher-level and more abstract 

image features from the low-level features extracted in the first 

layer. Each convolution operation produces a feature map, 

which, after "channel-wise pooling," can effectively combine 

multiple feature maps into new combined feature maps. Thus, 

the output of the second layer not only increases the number 

of feature maps but also, through the combination of different 

convolution kernel groups, further enhances the network's 

ability to express image features. This layer's design enables 
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the improved PCANet to better adapt to the complex waste 

image features in waste classification tasks, such as diverse 

shapes, colors, and materials, and to gradually build accurate 

classification abilities for waste types from low-level to high-

level features. Specifically, let the convolution kernels in this 

layer be {J′n′h|n′=1,2,…,vn′,g=1,2,…,vh}, and, referring to Eq. 

(1), the rich feature maps D'u,n,n′,h=Du,n⨂J′n′H can be obtained. 

Referring to equation (2), the combined feature maps of the 

second layer {D'u,n,n′|n=1,2,…,vn,n'=1,2,…,vn'} can be 

obtained. 

By merging the original image Uu with Du,n and D'u,n,n′ along 

the channels, the final output PL
u of the improved PCANet is 

obtained: 

 

( ), , ,, ,L

u u u n i n nP CONCAT U D D u 
=  (3) 

 

From the above, it can be seen that the dimensions of PL
u 

are consistent with those of Uu. 

In the waste classification model proposed in this paper, 

SDenseNet is designed to further extract low-level feature 

maps obtained from the improved PCANet and ultimately 

complete the waste classification task. The core structure of 

SDenseNet is alternately composed of dense modules and 

transition modules, with each dense module consisting of two 

cascaded "BN-Conv-LReLU" convolution units. Each 

convolution unit contains batch normalization, convolution, 

and layers with Leaky ReLU activation functions, aiming to 

enhance the network's nonlinear expression ability and 

accelerate the training process. For the waste classification 

task, the dense module can utilize detailed information in the 

low-level feature maps and gradually build high-level feature 

representations capable of distinguishing different types of 

waste. The dense connections and channel concatenation 

characteristics of SDenseNet allow the network to efficiently 

extract and utilize various useful features from images, 

especially when dealing with waste of different materials, 

shapes, and colors, demonstrating strong robustness and 

adaptability. In the SDenseNet structure, the transition module 

plays the role of feature combination and downsampling. The 

transition module, through "BN-Conv-LReLU" units 

combined with average pooling layers, further compresses and 

reduces the dimensions of the features processed by the dense 

module. However, the transition module does not compress 

the number of channels, which helps retain more feature 

information and improves the network's classification 

accuracy for waste images. Due to the alternating design of 

dense modules and transition modules, SDenseNet can 

effectively construct rich feature representations while 

controlling the network's computational complexity and 

parameter count. This makes it suitable for practical problems 

such as waste classification, especially when high efficiency is 

needed to process large volumes of image data, providing an 

excellent balance of performance and efficiency. Figure 2 

shows the schematic diagram of the SDenseNet network 

structure. 

 

 
 

Figure 2. Schematic diagram of the SDenseNet network structure 

 

In the waste classification model proposed in this paper, 

SDenseNet adopts several design strategies to improve feature 

extraction ability while reducing the number of parameters, 

thereby enhancing the model’s efficiency and accuracy. 

(1) SDenseNet uses only two small-sized convolution 

kernels, 1×1 and 3×3, in the convolutional layers. The 1×1 

convolution kernel is primarily used to control the number of 

feature maps and effectively reduce the computational load. 

This design helps maintain sufficient feature representation 

capabilities while significantly reducing the model's 

complexity, making it suitable for the challenges of large 

datasets and complex backgrounds in waste classification 

tasks. The 3×3 convolution kernel is used to learn new feature 

maps and capture local information in the image, which is 

crucial for recognizing features like the shape and material of 

waste. 

(2) SDenseNet frequently employs skip connections to 

reuse the feature maps that have already been extracted. In 

waste classification tasks, the diversity and complexity of 

image features require the model to effectively leverage the 

existing feature maps for deeper learning. Skip connections, 

by connecting feature maps from different layers, enhance the 
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flow and fusion of information between layers, thus improving 

the model's adaptability to complex features in waste images 

and its classification accuracy. 

(3) SDenseNet uses a GAP layer to compress features 

between the fully connected layer and the last convolution 

layer. This design is particularly important for waste 

classification tasks, as it effectively reduces model 

complexity, avoids introducing excessive redundant 

parameters during classification, and improves computational 

efficiency while preventing overfitting. 

(4) SDenseNet uses only a single fully connected layer, 

which is employed to adjust the network’s output to match the 

number of categories in waste classification. In waste 

classification tasks, the number of categories is typically 

limited, so a single fully connected layer is sufficient to 

effectively adjust the output while maintaining the network’s 

simplicity and efficiency. Through this design, SDenseNet not 

only optimizes the parameter count but also significantly 

improves computational efficiency while maintaining high 

classification accuracy, making it suitable for large-scale 

waste classification tasks. 

In conclusion, SDenseNet, through these four design 

strategies, ensures effective feature extraction while reducing 

the number of parameters. For the problem of waste 

classification, especially when handling large volumes of 

images of different types of waste, these designs provide an 

efficient, precise, and computationally resource-friendly 

solution. 

 

 

3. LEARNING PROCESS OF THE WASTE 

CLASSIFICATION MODEL 

 

The learning process of the waste classification model 

involves completing the learning steps of the improved 

PCANet and the training steps of SDenseNet in sequence. 

In the proposed waste classification model, the improved 

PCANet extracts image features in the first layer through 

unsupervised learning. This process aims to automatically 

learn discriminative convolutional kernels through region 

segmentation and clustering of the image. Specifically, for 

each training image, it is first non-overlappingly divided into 

multiple small regions, with each region representing a part of 

the image that reflects the local features of the image. The 

image content of these regions varies significantly and may 

represent different waste categories or background 

information. To effectively extract features from these 

different regions, the improved PCANet utilizes the K-means 

clustering algorithm to classify all regions, thus grouping 

similar regions together to form multiple distinct sets of 

regions. The image regions in each set have similar visual 

features, which help the network capture common features of 

different waste categories. Figure 3 shows a schematic 

diagram of the improved PCANet first-layer convolutional 

kernel learning process. 

Based on these region sets, the improved PCANet next 

learns convolution kernels for each region set. Since the data 

in each region set have variations, the convolution kernel 

corresponding to each clustered set will have different feature 

expressions, which allows the improved PCANet to learn a 

rich variety of convolution kernels. In the waste classification 

task, these convolution kernels not only extract low-level 

features such as texture, shape, and edge information from 

waste images, but also, through the aggregation of multiple 

region sets, extract unique features for different waste 

categories. 

 

 
 

Figure 3. Schematic diagram of the learning process of the 

first layer convolution kernels in the improved PCANet 

 

For example, in the case of the h-th region set, suppose this 

set contains ve image regions. Each image region is split pixel 

by pixel into image patches of size j1×j2. These image patches 

form the set O, where each image patch is a 2D matrix 

representing the local information of the image. By vectorizing 

these image patches, each patch is converted into a 1D vector, 

resulting in the form O→
o. Next, the mean vector O- of all 

image patches is calculated, and each image patch vector is 

mean-centered. All processed vectors are then combined into 

a data matrix W=[O→
1-o-,O→

2-o-,...,O→
vo-o-], which contains 

the feature information of all image patches. In this way, 

PCANet can extract local features from each small region of a 

waste image, providing the foundation for subsequent feature 

learning and classification. The Principal Component Analysis 

(PCA) algorithm is then applied to matrix W to find a mapping 

matrix N, such that the result after dimensionality reduction 

and recovery is as close as possible to the original data. The 

core idea of PCA is to identify the principal components in the 

data, project the data into a lower-dimensional space, retain 

the most important feature information, and discard redundant 

or unimportant information. Assuming that the number of 

columns in the mapping matrix N is vn, the unit matrix of size 

v×v is Uvn, and the Frobenius norm is represented by ||·||, its 

mathematical expression is: 

 

1 2

2

,
j j vn

T T

vnFN E

MIN W NN W N N U
 



− =  (4) 

 

Solving this equation requires performing an eigenvalue 

decomposition on the matrix WWT to obtain the largest vn 

eigenvalues. The eigenvectors corresponding to these 
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eigenvalues are then combined to form the solution 

N=[N1,N2,…Nn,…,Nvn]. Suppose that the n-th convolution 

kernel obtained from the h-th region set is represented by Jn,h, 

where the position coordinates of the value Jn,h(u,k) in the 

kernel are (u,k). Each feature vector Nn can be transformed into 

a convolution kernel through the following mapping: 

 

( ) ( )( ), 1, 1n h nJ u k N k j u= −  +  (5) 

 

Other region sets of waste images are computed similarly to 

obtain vh sets of convolution kernels. 

Because different types of waste have significant local 

differences in appearance, such as shape, color, texture, and 

other characteristics, the improved PCANet processes each 

image block by using the overall mean O- of all image blocks 

when performing mean subtraction on each vector O→
o, rather 

than calculating and subtracting the mean for each image block 

individually. Through this method, the improved PCANet can 

better preserve the differences between different regions of 

waste images when constructing the data matrix W. In 

addition, when constructing the data matrix W, the improved 

PCANet uses the overall mean for processing before 

performing PCA dimensionality reduction, which allows the 

distribution of the data matrix to better reflect the global 

information and feature differences between different regions. 

In this case, the PCA algorithm can identify the main 

eigenvalues and eigenvectors of the matrix WWT and extract 

the most discriminative feature components. This process can 

effectively preserve the most representative and distinctive 

features in the image, thus helping the improved PCANet to 

learn more diverse and discriminative convolution kernels. Let 

ηn and Nn be the eigenvalues and eigenvectors of the matrix 

WWT, respectively, then the following equation holds: 

 
T

n nWW N=  (6) 

 

Assume that the element of matrix W in the u-th row and o-

th column is Wu,o, and the u-th element in Nn is 

Nu∈Nn(u=1,2,...,j1j2,n=1,2,...,vn). Then: 

 

1 2

1 2 1 2

1 2 1 2 1 2

1, 1, 1, ,
1 1

, 1, , ,

o o o j j o

o o

n

j j j j
j j o o j j o j j o

o o

W W W W
n n

n n
W W W W



 
     
     

=     
     

        
  

 

 

 (7) 

 

Both sides of the above equation represent column vectors 

of length j1 and j2. If j1=j2, their 1-norms will also be equal, i.e., 

 

, , 1u k o u o n n

k u o

n W W N
  

=  
  

   (8) 

 

By equivalently reconstructing the left-hand side of the 

equation, we get: 

 

, , 1u u o k o n n

u k

n W W N
  

=  
  

   (9) 

 

In the original PCANet, when constructing the data matrix 

W, it used the method of subtracting the mean of each image 

patch O→
o. This processing method caused the sum of the 

column vectors of matrix W to be zero, i.e., ∑ kWk,o=||O→
o||1-

j1j2O-=0, which resulted in the constraint that the sum of the 

elements in the feature vector would be zero. This constraint 

made the convolution kernels Jn,h derived from the original 

PCANet only calculate the gradient values of the image in 

different directions and fail to effectively extract other key 

features, such as grayscale and shape. In waste classification 

tasks, this limitation is detrimental to capturing the complex 

details and rich local features of images, which could lead to 

reduced classification performance. In contrast, the improved 

PCANet constructs matrix W by subtracting the overall mean 

O- for each image patch O→
o. This method avoids the zero-

sum constraint in the original PCANet, ensuring that the sum 

of most column vectors in matrix W is non-zero, i.e., ∑ 

kWk,o≠0. Therefore, the feature vectors computed by the PCA 

algorithm are no longer restricted by the zero-sum condition, 

meaning that the convolution kernels Jn,h can be more flexible 

and diverse during the learning process. More diverse 

convolution kernels can better capture the complex features in 

waste images, such as color, shape, texture, and other 

information, thereby improving the classification model’s 

performance. 

In the waste classification model, the second-layer learning 

process of the improved PCANet is further abstraction and 

refinement of the first-layer features. The input to the second 

layer is the set of feature maps {Du,n} output by the first layer, 

where these feature maps have already extracted both local and 

global features from the image using the convolution kernels. 

In the second layer, to further mine higher-level features, each 

feature map Du,n is first divided into several non-overlapping 

small regions {Du,x,n}. These small regions represent local 

areas of the feature map and contain different visual 

information and patterns. By grouping these local regions 

further, the second layer can focus on extracting representative 

and discriminative features from different regions. It is 

important to note that since the learning objective of the 

second layer is to further integrate and refine the features 

extracted in the first layer, there is no need to perform 

clustering again in the second layer. Instead, the clustering 

results from the first layer are retained. The process of learning 

convolution kernels in the second layer is similar to the first 

layer, still using feature learning on region sets to construct the 

convolution kernels. The key improvement in this layer is that, 

by dividing the feature maps output by the first layer into 

regions and using the first layer’s clustering results, the model 

can better capture high-level common features across different 

waste types. For example, different types of waste may 

visually have similar texture patterns or shape features, which 

the first layer has already effectively extracted. The second 

layer, through further grouping and convolution kernel 

learning, can combine these low-level features to form more 

discriminative high-level features. In waste classification 

tasks, this layered learning approach allows the model to 
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progressively focus on the most discriminative parts of the 

image, improving classification performance. This process can 

be represented as: 

 

 , , ,
ˆ ˆ1,2,..., ,h u x n n u x hU D n v U U = =   (10) 

 

Similar to the first layer, convolution kernels 

{j'n',h|n'=2,…,vn',h=1,2,.,vh} are obtained for the second layer’s 

region sets in waste images through similar calculations. 

In the proposed waste classification model, SDenseNet 

serves as the core network structure, handling efficient feature 

extraction and classification tasks. Its learning principle is 

tightly linked to the features extracted by the improved 

PCANet. The training images are batch-fed into the improved 

PCANet, where convolution kernel learning is performed 

through the first and second layers to extract discriminative 

feature maps. These feature maps are then passed as input to 

SDenseNet for further processing. The structure of SDenseNet 

inherits the characteristics of DenseNet, connecting each 

layer's output to the input of all subsequent layers through 

dense connections. This allows the network to effectively 

retain feature information while deepening the network 

without causing the vanishing gradient problem. During 

training, SDenseNet computes the predicted values through 

forward propagation and compares them to the true labels to 

calculate the cross-entropy loss. This loss is optimized using 

the Adam optimization algorithm, and the key step in the 

optimization process is to propagate the error signal backward 

through the network using the backpropagation algorithm, 

adjusting the network parameters layer by layer to minimize 

the loss function. Assuming the predicted probability that a 

waste image sample Uu belongs to the k-th class is represented 

by Wt
u,k, and whether Uu belongs to the k-th class is represented 

by 1bs=k, with the batch size denoted as vy and the number of 

categories as Z, the loss function expression is: 

 

( ),

1
1 log

yv Z
T

ZR bu k u k

u ky

M P
v

== −   (11) 

 

Because of the dense connection structure of SDenseNet, 

each layer in the network can access all feature information 

from previous layers, thus improving the efficiency and 

stability of parameter updates. This connection method allows 

the network to better learn the complex features in the waste 

classification task during training and avoids the gradient 

vanishing or feature loss problems that occur in traditional 

deep neural networks. As training progresses, the network 

parameters are gradually adjusted, the loss stabilizes, and the 

model ultimately achieves accurate classification of waste 

images. 

 

 

4. ENVIRONMENTAL IMPACT ASSESSMENT 

SCHEME BASED ON WASTE CLASSIFICATION 

RESULTS 

 

In this paper, waste classification is not only aimed at 

improving resource recycling efficiency but also involves a 

comprehensive environmental impact assessment. Based on 

the results of waste classification, the environmental impact 

assessment scheme can be carried out from multiple 

dimensions, specifically assessing the impact on resource 

recycling, energy consumption, carbon emissions, and other 

aspects according to the classification results of different types 

of waste. By utilizing the proposed deep learning method, the 

classification results can accurately reflect the composition 

and treatment methods of various types of waste, thus 

providing effective data support for environmental impact 

assessments. 

First, for recyclable wastes such as paper, plastic, and 

metals, the environmental impact assessment will focus on 

evaluating the potential for resource reuse. Recycling can 

effectively reduce the environmental burden of raw material 

extraction and production processes, as well as reduce energy 

consumption and greenhouse gas emissions. For example, 

recycling plastic can significantly reduce the demand for 

petroleum resources and lower carbon emissions during its 

production process. By accurately classifying recyclable 

materials, the model can assess the improvement in the 

recycling rate of this type of waste and predict its specific 

contribution to reducing environmental pollution and saving 

energy. Additionally, the assessment can calculate the 

environmental benefits based on the carbon footprint of 

different recycling methods, quantifying the environmental 

benefits brought by the recycling and treatment of recyclable 

materials. 

For hazardous waste, such as batteries, fluorescent lamps, 

and expired medications, the environmental impact 

assessment focuses on reducing the threat of harmful 

substances to the ecological environment and human health. 

This type of waste contains heavy metals or toxic chemicals, 

which, if not properly treated, can severely pollute water 

sources, soil, and air. Based on the waste classification results, 

the evaluation model can reflect the improvement in the 

recycling rate of hazardous waste and further assess its 

effectiveness in preventing the spread of harmful substances 

during treatment. For example, recycling waste batteries can 

effectively prevent heavy metals such as lead and cadmium 

from entering the environment, reducing soil and water 

pollution. At the same time, the evaluation model can predict 

the secondary pollution risks during the treatment process 

according to the treatment methods of hazardous waste, 

providing policymakers with more scientific waste 

management and regulatory strategies. 

For wet waste, such as food scraps and agricultural waste, 

the environmental impact assessment will focus on its role in 

organic waste treatment. Wet waste, through composting or 

anaerobic fermentation, can be converted into organic 

fertilizers or bioenergy, which not only reduces the pressure 

on landfills but also promotes the recycling of agricultural 

production and energy. The evaluation model can quantify the 

environmental benefits after converting wet waste into usable 

resources such as organic fertilizers or biogas based on the 

classification and treatment methods of wet waste. This 

process can effectively reduce greenhouse gas emissions while 

alleviating the occupation and pollution of land resources 

caused by landfills by reducing the area of landfill usage. 

For non-recyclable waste, such as polluted plastics, 

cigarette butts, and broken ceramics, the environmental impact 

assessment primarily focuses on the environmental impacts 

generated during landfill or incineration. If this type of waste 

is not effectively classified and treated, it will directly lead to 

an increase in environmental burden. Through the 

classification results, the evaluation model can accurately 

predict the negative impacts of non-recyclable waste during 

landfill or incineration, such as waste gas emissions and 

energy consumption. Especially during incineration, toxic 
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gases from the waste may pollute the air and water quality. 

Therefore, the evaluation model can calculate the impact of 

waste treatment on air quality and greenhouse gas emissions 

based on the quantity of non-recyclable waste and the 

treatment methods of incineration or landfill, thereby 

providing decision-making support for improving waste 

treatment facilities and optimizing waste treatment processes. 

In conclusion, the environmental impact assessment scheme 

based on waste classification results not only focuses on the 

resource recycling potential of different types of waste but also 

includes the treatment of harmful substances, the resource 

utilization of wet waste, and the environmental risk assessment 

of non-recyclable waste. By accurately classifying with deep 

learning models, combined with the treatment methods of 

various types of waste, the evaluation model can more 

comprehensively quantify the specific impact of the waste 

classification and treatment process on the environment, 

providing scientific evidence for environmental policy 

formulation, waste management optimization, and sustainable 

development. 

 

 

5. EXPERIMENTAL RESULTS AND ANALYSIS 

 

 
(a) First layer 

 
(b) Second layer 

 

Figure 4. Total entropy values of combined feature maps at 

different layers of the improved PCANet with varying 

numbers of convolution kernel groups 

 

According to the data shown in Figure 4, the entropy values 

of the first layer's convolution kernel groups demonstrate a 

certain fluctuation trend as the number of convolution kernel 

groups increases, but there is a noticeable overall increase. 

Specifically, from 1 convolution kernel group (with a 

maximum entropy value of 57) to 48 convolution kernel 

groups (with a maximum entropy value of 63), the entropy 

value gradually increases from 33 to 56, peaking at 62.5 with 

16 convolution kernel groups. This indicates that more 

convolution kernel groups can effectively extract and 

represent more features. The entropy values of the second 

layer’s convolution kernel groups also show a similar trend. 

As the number of groups increases from 1 to 48, the entropy 

values fluctuate within the maximum range, gradually 

increasing from 290 to 545. This shows that the number of 

convolution kernels also influences feature extraction in the 

second layer. Although the minimum entropy value of the 

second layer's convolution kernels is always higher than that 

of the first layer, the increase is smaller, suggesting that the 

feature map combinations in the second layer may have 

already reached a stable state compared to the first layer. 

 

 
 

Figure 5. Impact of different training sample sizes of waste 

images on classification performance of ResNet-50 and the 

proposed method 

 

From the experimental results shown in Figure 5, as the 

number of training samples increases, the classification 

performance of both ResNet-50 and the proposed improved 

PCANet with the SDenseNet cascade model significantly 

improves. Specifically, the accuracy of ResNet-50 increases 

from 76% with 1000 samples to 80.4% with 5000 samples. In 

comparison, the performance of the proposed method 

consistently outperforms ResNet-50, with its performance 

improvement being more significant as the training sample 

size increases. The accuracy increases from 79.7% with 1000 

samples to 82.4% with 5000 samples, always surpassing 

ResNet-50's accuracy at all sample sizes. When the sample 

size is small (e.g., 1000 samples), the proposed method has a 

slight advantage, but as the training sample size increases, the 

advantage of the proposed method over ResNet-50 becomes 

more apparent, especially with more than 3000 samples, 

demonstrating a more stable and continuous improvement in 

performance. 

According to the experimental results in Table 1, the 

proposed method demonstrates relatively balanced 

performance in terms of both training time and testing speed. 

Compared to other mainstream waste classification models, 

the proposed method requires 156 epochs for training and 

takes 54.23 minutes. This is moderate compared to LeNet 

(12.36 minutes) and VGG-16 (58.64 minutes), neither too 

short nor excessively long like LeNet or VGG-16. The single 

image testing time is 11.25 milliseconds, which is close to 
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SENet (11.24 milliseconds), slightly slower than LeNet (2.38 

milliseconds) and VGG-16 (3.69 milliseconds), but faster than 

Wide ResNet (17.89 milliseconds) and FractalNet (17.85 

milliseconds), showing better real-time performance. 

 

Table 1. Comparison of training time and testing speed of different waste classification models 

 

Metric LeNet VGG-16 Wide ResNet FractalNet SENet The Proposed Method 

Number of Epochs (times) 118 224 95 225 118 156 

Training Time (min) 12.36 58.64 38.54 132.56 31.25 54.23 

Single Image Testing Time (ms) 2.38 3.69 17.89 17.85 11.24 11.25 

 

 
 

Figure 6. Training curve of the proposed method 

 

According to the training data shown in Figure 6, as the 

number of training epochs increases, the loss values for both 

the training and validation sets gradually increase, and the 

accuracy trends for both sets exhibit a similar pattern. In the 

first epoch, the loss for both the training and validation sets is 

0.82, with a training accuracy of 50%, and the validation 

accuracy is not provided. As the training progresses, the loss 

for both sets gradually increases, while the training accuracy 

fluctuates significantly. During the increase in training set 

loss, the accuracy is unstable, with the lowest accuracy being 

only 0.01. After the 76th epoch, the validation loss becomes 

relatively stable, remaining around 0.95. However, both the 

training and validation accuracies mostly stay at relatively low 

levels without showing significant improvements. 

 

 
 

Figure 7. Validation accuracy curves of different waste 

classification models 

 

According to the data in Figure 7, the validation accuracy 

trends of the proposed method and other mainstream waste 

classification models (such as LeNet, VGG-16, Wide ResNet, 

FractalNet, and SENet) show a relatively steady improvement 

across different training epochs. Specifically, the proposed 

method starts with a validation accuracy of 0.65 in the first 

epoch, and as the training progresses, the accuracy gradually 

increases, reaching 0.939 in the 151st epoch. In comparison, 

LeNet and VGG-16 show relatively low accuracy in the early 

stages, but as training progresses, their accuracy gradually 

improves, reaching 0.929 and 0.92, respectively, by the 151st 

epoch. Wide ResNet shows a rapid increase in accuracy in the 

early stages, maintaining a high level and finally reaching 

0.92. FractalNet exhibits significant fluctuations in accuracy 

in the early stages, with a final accuracy of 0.927 in the 151st 

epoch. SENet's accuracy stabilizes in the later stages, but it 

remains relatively low, with a maximum accuracy of only 

0.918. The proposed method demonstrates a steady and 

continuous improvement in accuracy, maintaining a higher 

performance compared to all the other models. 

 

Table 2. Evaluation metrics of different waste classification 

models 

 

Network 

Model 

SEN 

(%) 

SPE 

(%) 

ACC 

(%) 
AUC 

p-

value 

LeNet 81.25 93.54 91.25 0.9785 <0.01 

VGG-16 92.36 94.58 93.21 0.9784 0.0241 

Wide ResNet 92.48 94.26 92.58 0.9786 <0.01 

FractalNet 93.56 95.36 92.35 0.9712 0.0278 

SENet 88.24 93.21 88.88 0.9785 <0.01 

The Proposed 

Method 
96.36 96.58 94.25 0.9884 <0.01 

 

Based on the evaluation metrics provided in Table 2, the 

proposed waste classification model demonstrates superior 

performance across multiple key indicators. Specifically, the 

proposed method’s sensitivity (SEN), specificity (SPE), and 

accuracy (ACC) are 96.36%, 96.58%, and 94.25%, 

respectively, all of which are significantly better than those of 

the other models. For example, LeNet’s sensitivity is 81.25%, 

specificity is 93.54%, and accuracy is 91.25%, while VGG-

16’s sensitivity is 92.36%, specificity is 94.58%, and accuracy 

is 93.21%. Wide ResNet’s metrics are 92.48%, 94.26%, and 

92.58%. FractalNet’s sensitivity and specificity are 93.56% 

and 95.36%, but its accuracy is 92.35%, which is relatively 

low. SENet's performance is more moderate, with sensitivity 

of 88.24%, specificity of 93.21%, and accuracy of 88.88%. 

Furthermore, the AUC of the proposed method is 0.9884, 

which is significantly higher than other models, and the p-

values for all models are less than 0.05, indicating statistical 

significance. 

In the application experiment of the proposed waste 

classification model based on the improved PCANet and 

SDenseNet cascade, the waste classification results for beach 

and greenbelt environments were evaluated (refer to Figure 8). 

In the beach waste classification task, the model successfully 

identified various types of waste, such as plastic bags, cigarette 
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butts, glass bottles, and metal cans, and classified them 

accurately. Most of the classification results had an accuracy 

above 90%. Particularly in identifying small debris such as 

cigarette butts and plastic particles, the model demonstrated 

high sensitivity and specificity, effectively avoiding 

misclassification. In the greenbelt waste classification task, the 

model also performed excellently, especially in identifying 

hard-to-detect waste accumulated in the grass. The feature 

fusion in SDenseNet enhanced the model’s classification 

ability in complex environments, achieving classification 

accuracy above 90%. Overall, the design of the improved 

PCANet and SDenseNet cascade significantly improved the 

model’s adaptability and classification accuracy in 

environmental contexts, especially when handling the diverse 

waste types found in natural environments. This model 

outperformed traditional waste classification models. The 

waste classification system based on this model not only 

provides accurate classification results but also offers reliable 

data support for environmental impact assessments. The 

improvement in classification accuracy directly helps in more 

precisely assessing the impact of waste accumulation in 

different environments and provides scientific data for 

ecological protection, resource recycling, and waste 

management, offering important insights for environmental 

management decision-making. 

 

 
 

Figure 8. Example of waste classification results 

 

 

6. CONCLUSION 

 

The main research work of this paper revolves around the 

waste classification model based on the improved PCANet and 

SDenseNet cascade. A new network architecture is proposed, 

combining the advantages of PCANet in layer-by-layer 

learning strategies with the high efficiency of SDenseNet in 

feature fusion, resulting in significant performance in waste 

classification tasks. Through comparative experiments, this 

paper validates the model's accuracy and stability in various 

waste classification tasks, especially in complex environments 

such as beaches and greenbelts, showing superior performance 

over traditional models (e.g., LeNet, VGG-16, etc.). 

Specifically, the improved PCANet enhances the model’s 

feature extraction ability through its layer-by-layer learning 

strategy, while SDenseNet, with its deep feature cascading, 

effectively increases the model’s classification accuracy for 

diverse types of waste. The research also combines traditional 

backpropagation algorithms with layer-by-layer learning 

strategies, which effectively improve training efficiency, 

enabling the model to achieve high classification accuracy in 

a shorter time. 

The proposed waste classification model based on the 

improved PCANet and SDenseNet cascade successfully 

addresses the challenges in waste classification tasks in 

complex environments, demonstrating strong performance 

and stability. The study shows that the model can significantly 

improve waste classification accuracy, especially in complex 

natural environments, such as beaches and greenbelts, with 

classification accuracy reaching or exceeding 90%. The value 

of this research lies not only in proposing a new deep learning 

architecture but also in its training strategy, which 

significantly improves learning efficiency and generalization 

ability, making it highly applicable in real-world scenarios. 

However, there are limitations in this study, such as potential 

classification errors for certain similar types of waste and 

challenges when dealing with extremely complex or noisy 

environments. Additionally, the training time and 

computational resource consumption of the model are areas 

for future optimization. 

Future research can be expanded in several directions: first, 

further optimization can be conducted on the model’s 

performance in complex backgrounds, particularly when 

dealing with highly similar waste categories, exploring more 

refined feature extraction methods or incorporating 

multimodal data (such as sound, temperature, etc.) to assist in 

classification. Second, for training efficiency, more efficient 

training algorithms can be explored to reduce computational 

resource consumption and enhance training efficiency on 

large-scale datasets. Lastly, as waste classification 

applications become more widespread, cross-regional and 

cross-cultural application scenarios will present new 

challenges. Therefore, enhancing the model’s adaptability 

across different environments and cultural contexts will be an 

important direction for future research. 
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