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Day by day, increasing roadside unit vehicles create more traffic, accidents, high speed, 

theft, and serious problems. Identifying the number plates automatically in vehicle boards is 

difficult because various angles of projection, number plate types, positions, and character 

styles are tough. Many existing systems formalize automatic number plate recognition 

systems based on computer-aided solutions with image processing support. The video is 

fragmented, and pictures are caught at the right point with appropriate lighting and clarity, 

and standard textual styles are improperly handled. The point is to plan a proficient robotized 

authorized vehicle recognizable identification system utilizing vehicle plates by analyzing 

features. Due to increasing pixel intensity noise illumination during segmentation, feature 

scaling creates more dimension, leading to improper detection accuracy. By addressing this 

problem, they proposed an Advance Sequential Long Short Term Memory method with a 

Convolutional Neural Network (ASLSTM-CNN) approach for a vehicle number plate 

detection and recognition method that can help detect number plates of vehicles. Initially, 

the number plate video frames will be collected and converted into images from the Standard 

UCI repository for training and testing, classification, and detection of the images. The next 

step is pre-processing the images using Sobel's filtering method; canny filters can help 

reduce the images. Use the Sobel method to find the approximate absolute gradient scale for 

each point in the image. The canny filter method can detect each edge first, reducing the 

noises from the images and finding the images to detect the gradient regions. The second 

step is segmenting the images using enhanced region-based Convolutional Neural 

Segmentation (ER-CNS) for segment input images based on the areas and then extracting 

the features based on the segmenting Region using Enhanced Feature Scaled Social Spider 

Optimization (EFS3O) analysis of the feature weights based on its threshold values and 

evaluating the maximum support range. ASLSTM-CNN uses the SoftMax Neural Network 

(ASLSTM-CNN-SN2) to recognize the image region and check the layers estimations. 

Finally, characters are identified by ASLSTM-CNN; each feature can be efficient in 

evaluating the images and improve the detection accuracy by up to 95.6%, with a precision 

rate of up to 9.1% best rate which is better than previous approaches. 

Keywords: 

vehicle plate, segmenting the images, 

enhanced feature scaled social spider 

optimization, advance sequential long 

short-term memory with convolutional 

neural network, feature weights 

1. INTRODUCTION

With increasing vehicles, modern cities must install 

effective and efficient automated traffic systems to manage 

traffic restrictions. In this case, number plate recognition plays 

a vital role. License plate recognition is an image processing 

technology that uses digital cameras, color or grayscale digital 

cameras, and infrared cameras to extract video frames from a 

vehicle's license plate image. It identifies a car using its 

number plate. Image processing is a crucial technique used in 

LPR recognition systems. Developing a Number Plate 

Recognition (NPR) system using image processing is 

challenging due to its limited ability to handle multiple scales. 

This is because LPR video frames for images may look dirty, 

have motion blur, low resolution, poor lighting, low contrast, 

etc. 

Number plates may fade, and movement may appear blurry. 

Number Plate Recognition consists of five main stages. They 

initially used localization techniques to detect and isolate the 

number plates in the input images. It is followed by plate 

orientation, which adjusts the plate tilt, and resizing, which 

changes the dimensions to the desired size. Image 

normalization is then performed to adjust the image brightness 

and contrast. Letter separation aims to separate individual 

letters from number plates. Character in image detection 

makes detecting license plate recognition systems difficult. 

Character identification determines the success or failure of 

character splitting and recognition. In most cases, 

convolutional neural networks (CNNs) have attracted much 

research interest in recent years due to their many capabilities 

in solving detection, optical character recognition, and 

classification problems. 

The number plate recognition system combines various 

technologies and mechanisms such as image pre-processing, 
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target detection, character segmentation, and recognition to 

recognize number plate characters. It consists of a camera that 

detects number plate objects and a processing unit that 

processes and extracts characters and interprets pixels into 

digitally readable characters. Automatic Number Plate 

Recognition (ANPR) systems are used in traffic enforcement, 

including speed cameras, traffic light cameras, stolen vehicle 

detection, and border patrol. It can also be used for building 

management, such as parking lot management and access 

control. 

ANPR assumes a significant role in video vehicle 

observation and frameworks, such as leaving-the-board 

frameworks, cost installment handling frameworks, and 

frameworks that require confirmation. Mechanizing cycles 

can save time for security faculty. Tag recognition can lead to 

many issues, like the vast number of vehicles on a regular 

street. The vehicle types incorporate vehicles, cruisers, bikes, 

vans, transports, auto carts, SUVs, smaller-than-expected 

trucks, vans, and farm haulers. Each class has an alternate tag 

shape and style. The utilization of different textual types and 

altered sheets added to the intricacy. Plates come in various 

shapes and sizes. This implies that not all plates are rectangular; 

some are trapezoidal, and some are irregular. 

Figure 1 shows Many applications for automatic number 

plate recognition systems, calculating programming cost 

categories for toll booths, traffic monitoring, line control, 

vehicle location acquisition, programming vehicle tagging, 

and access control. The working process of the Automatic 

Number Plate Recognition System consists of 4 main phases: 

1) image pre-processing and segmentation, 2) Feature 

Extraction, 3) Character Segmentation and extracting the plate 

extraction, and 4) Character Recognition phase for 

classification. They were finally detecting the plate number 

detection. 

This research uses a deep feature selection and classification 

model to improve character detection accuracy. The layer of 

the ASLSTM-CNN model is primarily used to detect text 

regions that occur in the input image. Apply a classification 

model to differentiate number plates from familiar characters. 

Advanced Sequential Long-Short-Term Memory with 

Convolutional Neural Networks (ASLSTM-CNN) is 

considered a unique architecture of artificial neural networks 

currently used by researchers in Number Plate Recognition 

(NPR) systems. We propose an integrated approach that 

integrates the segmentation and recognition steps using an 

ASLSTM-CNN that directly manipulates image pixels. 

Technical advice for image acquisition, image pre-processing, 

number plate detection, text segmentation, and recognition. 

Recognition results show a significant improvement in 

recognition performance after classification compared to 

existing classification models. 

 

 

 
 

Figure 1. Block diagram 

 

 

2. RELATED WORKS 

 

Systems for detecting number plates (LPD) are 

indispensable in many traffic-related applications. Gaussian 

filters enhanced cumulative histogram-based techniques and 

contrast-limited adaptive histogram equalization techniques 

are a few suggested approaches [1]. Computer Vision (CV) 

and Deep Learning (DL) techniques are crucial to improving 

ANPR and meeting the objectives of Intelligent Transport 

Systems (ITS). A new ANPR pipeline based on deep Learning 

that can be used with heterogeneous number plates and an 

intelligent vehicle access control system that considers various 

plate shapes and styles are available in many Asian and 

European nations [2]. 

Due to fluctuations in viewpoint, shape, color, multi-

patterns, and sporadic lighting conditions during picture 

collecting, the Vehicle Number Plate Identification (VLPI) 

procedure is complex [3]. Monitoring based on physical traffic 

enforcement cannot simultaneously track damages and 

monitor such high traffic [4]. The size of the number plate, 

which fluctuates depending on how close the car is to the 

camera, is one of the main issues these systems encounter. 

Systems typically employ single-scale detectors in arrays 

within picture pyramids to solve this issue [5]. 

It can be required to operate, for instance, on a mobile 

device or cloud server or in dim light or inclement weather. To 

address these requirements, many number plate recognition 

methods have been created [6]. Advanced image processing 

algorithms and genetic algorithms (GA) based on improved 

neutrosophic synthesis (NS) have been used to offer a novel 

method for recognizing Licence Plates (LPs) [7]. 

A popular method for automatically acquiring car number 

plates using artificial vision is number plate recognition [8]. 

ALPR takes pictures using a color camera, a black-and-white 

camera, or an infrared camera. In a practical setting, ALPR 

must process number plates swiftly and effectively no matter 

the weather, whether indoor, outdoor, day or night [9]. 

Algorithm adjustments are necessary for these ALPR systems 

to function with LPs in other nations. A prior study on cross-

border LP authentication examined data from several countries 

using the same LP system [10]. 

This technology deals with unclear number plates, shifting 
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weather and lighting circumstances, shifting traffic conditions, 

and fast-moving cars [11]. Numerous applications exist for 

automatic number plate identification, essential to developing 

intelligent transportation systems. However, most recent work 

on recognizing number plates uses pictures of the front of the 

plate. It is challenging to recognize number plates in natural 

settings and during impromptu eyesight [12]. It was often 35% 

or less of number plates that two different platforms could 

accurately detect and match [13]. Available methods to 

enhance number plate matching for systems that recognize 

number plates rely entirely on manual data reduction, wherein 

incorrect number plates are manually inserted. 

The approach described here uses an altered template-

matching algorithm to analyze target color pixels to locate a 

number plate [14]. These methods cannot handle complex 

real-world capture conditions, such as varying lighting or 

oblique camera angles. A robust number plate detection 

network is suggested to increase the robustness of identifying 

number plates in difficult capture [15]. Most methods only 

function in an acceptable range of circumstances, like fixed 

lighting, restricted vehicle speed, predetermined routes, and 

fixed training. Many LPR approaches were developed in still 

photos or video sequences [16]. 

An efficient segmentation network-based multimodal 

technique for reading license plates that converts the 

segmentation and optical character recognition steps from 

traditional methods to object event detection [17]. Current 

target detection and number plate recognition methods and an 

improved YOLOv5m and number-based LPRNet model were 

developed, considering the requirements of number plate 

recognition systems for recognition accuracy and real-time 

performance in the current complex scenarios it is being 

designed. It was suggested that plate recognition be used [18]. 

Currently, most techniques under controlled conditions 

positively affect recognizing number plates, and most such 

number plates are photographed at favorable viewing angles 

and lighting conditions [19]. There are four observations on 

how ALPR was created: the layer structure based on 

resampling improves accuracy and speed [20]. 

A mathematical model based on the BLEU score operator 

is suggested to enhance the detail of edge information in 

photos of number plates and the effectiveness of text detection 

and identification techniques [21]. Traditional location-aware 

algorithms are unsuitable for real-world applications because 

they are sensitive to lighting, shadows, background 

complexity, and other elements. Profound learning 

advancements have made it possible for algorithms that 

recognize number plates to extract deeper characteristics, 

dramatically increasing the accuracy of detection and 

recognition [22]. 

A novel mathematical model to enhance the detail of edge 

information in photos of number plates and enhance the 

effectiveness of text detection and identification systems [23]. 

Traditional location-awareness algorithms are not ideal for 

actual applications because they are quickly influenced by 

lighting, shadows, background complexity, or other factors 

[24]. Profound learning advancements have made it possible 

for algorithms to recognize number plates to extract deeper 

characteristics, considerably increasing the accuracy of 

detection and recognition [25]. 

Vertical edge detection, morphological adjustments, and 

other validations are used to carry out Number Plate Detection 

(LPD). The number plate candidate character regions are 

created by extracting the character-specific ERs [26]. Despite 

recent excellent performance, two challenges still need to be 

solved in most related studies due to the rapid development of 

Deep Learning (DL)-based methodologies. 

License plate detection is performed with vertical edge 

detection and morphological operations. Then, remove the 

potential letter region of the license plate and include the 

specific character [27]. End-to-end irregular Number Plate 

Recognition (EILPR) is one of the two challenges that still 

need to be addressed in most relevant studies despite their 

recent high performance [28] and the rapid growth of deep 

learning (DL)-based algorithms. 

Due to many factors, detecting the vehicle number plate and 

identifying the letters inside the car can take time and effort. 

These circumstances include difficult situations, including 

erratic lighting and weather, noise from data capture that 

cannot be avoided, and real-time performance demands of 

cutting-edge Smart Transportation System (STS) applications 

[29]. Automated number plate identification is crucial for 

many applications connected with intelligent transportation 

systems. The majority of the currently used techniques 

concentrate on specific methods (such as toll management) or 

single Number Plate (LP) zones, which restricts their 

usefulness [30]. 

The study [31] used deep learning-based CNNs to improve 

home alarms and remove unwanted signals using CCTV 

cameras. This method often needs significant computation and 

memory, which restricts its use in surveillance networks. 

The paper [32] used ML, DL, and AI cameras to count 

people entering and exiting areas. A centroid tracking and 

detection method estimated the number of people and their 

direction. This algorithm replaces manual security and traffic 

management in stores using computer vision and DL. 

Likewise, the DL-based CNN algorithm was developed by 

[33] for printed circuit board (PCB) defect identification. 

However, Long-lasting PCB defects are a growing concern. 

Counting vehicles on busy roads helps authorities gather 

data for better traffic management [34]. However, managing 

traffic and delivering enough parking takes much work. The 

authors [35] focused on suggested crops for different soil 

nutrient levels with specific fertilizer suggestions. However, 

there are challenges in selecting, cultivating, and fertilizing for 

high yields. The novel [36] modified CNN and pseudo-CNN 

methods to eliminate the noise in the digital images. The 

method rejects distorted images and effectively removes 

impulse noise in digital images. The study [37] discusses 

automatic vehicle number plate detection using Mirrored 

EAST, which improves localization performance by utilizing 

the distance between an image and its mirrored counterpart. 

The study [38] introduced a DL-based scheme using 

MobileNet-V2 and YOLOx for vehicle identification and 

number plate detection, achieving an efficient detection rate. 

A study [39] analyzed a car-following dataset utilizing ML 

methods for automated vehicle identification, extracting 

trajectories and traffic streams. Obtaining effective training 

models for multiple vehicle identification in real traffic 

scenarios is challenging [40]. 

 

2.1 Problem identification factors 

 

From the review, the problem was identified and considered 

as follows: 

• Existing methods failed to concentrate high-

illumination images in real-time entity progression to 

character patterns. 
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• Complex images with different sizes, backgrounds, 

camera angles, and distances cause pixel variation 

and angle tendencies, and character projects are not 

segmented. 

• Taking higher feature dimensions and scalar values 

degrades the segmentation process, leading to poor 

accuracy. 

• Mutual dependencies of character patterns and edge 

mapping are non-scalable, which reduces detection 

accuracy. By the feature dimension, lower precision 

rate, recall rate, f1, and dice coefficient formation 

degrade the detection accuracy. 
 

 

3. MATERIALS AND METHOD 

 

Deep learning-based Automatic Number Plate Recognition 

is an image processing method detecting the Vehicle's number 

plate using an ASLSTM-CNN sliding over an image to detect 

characters. The Number plate characters extraction module 

follows the ASLSTM-CNN method, sets the convolution 

kernel size to 1, and integrates different features without 

changing the feature size. 

 

 
 

Figure 2. Proposed diagram 

 

The proposed reduced the number plate feature size from 

(38×14×256) to (38×14×1). Feature weighting optimizes the 

features of the license plate characters and extends the original 

license plate feature extractor. The Number plate character 

classifier transforms the extracted character feature 

dimensions into predictive categories and uses the SoftMax 

function to find license plate numbers. Figure 2 shows the 

proposed diagram using ASLSTM-CNN to detect the image's 

vehicle number plate video frames. Initially, vehicle frames to 

images were collected from the UCI repository, and the second 

stage was based on Sobel and canny filters for detecting the 

photos in the pre-processing step. Then, the images are 

segmented based on the Region using the ER-CNS and feature 

weights, detecting the maximum support range based on the 

EFS3O algorithm. Before classification, the weights are 

evaluated based on the SoftMax Neural Network (SN2) using 

the layers estimation. Finally, classification using ASLSTM-

CNN using the detection of the characters for vehicle plate 

images. 

 

3.1 Capture vehicle video 

 

To capture a vehicle video, the camera must be fixed at least 

3 feet above the number plate and pointed at the number plate. 

The camera captures video from either the front or rear of the 

Vehicle. Vehicle videos include number plates. The camera 

sends input video to the computer. Cameras can be mounted at 

various positions. However, this method works best for 15-to 

20-second video clips. A 20-s video has 480 frames/image (24 

fps), and operations are performed on 240 images to extract 

number plates. 

 

3.1.1 Convert video frames to images 

Capture frames from a video and convert them into images. 

This change is necessary because converting video frames into 

images requires using a different algorithm to detect the 

number plate. A video of 50 seconds can generate 1,000 

images. These images are then stored in an arbitrary folder and 

further processed to detect vehicle number plates. 

 

3.2 Vehicle number plate image collection 

 

The number plate detection dataset trains a model detecting 

license plate numbers in images collected from UCI 

repositories. A detected number plate is used for the next stage 

of number plate images. This Dataset consists of 1000 images 

of vehicle number plates annotated with bounding boxes. 

 

3.2.1 Dataset features 

• Size of Dataset: 1000+ 

• Resolution: 100% HD images and higher 

(1920×1080 and higher). 

• Places: Capture over 700 towns and villages in India. 

• Range: Different light conditions like day, night, 

distances, and viewing angles. 

• Applications: Number plate detection, ANPR, 

recognition, automated driving system, etc. 

 

Figure 3 shows the vehicle number plate sample images 

with Boundary Box and image sizes. These images are saved 

as color JPEGs in the camera. Implementing the language 

Python and anaconda tool can be used as input to this system 

to process JPEG images of the vehicle number plate. 

 

 
 

Figure 3. Sample images from dataset 

3030



 

3.3 Sobel and canny filter for pre-processing 

 

A pre-processing step is used to improve the number plate 

localization and letter segmentation performance. A camera 

captures an image of the vehicle with a 13-megapixel 

resolution, and the number plate number is recognized. 

Converts the image from grayscale to black and white, 

removing all objects smaller than 100 pixels. 

 

𝐼 = 𝑁 ∗
𝑇

𝑠
 (1) 

 

where, I is the required images, N is the number of images, T-

time, and S-size images. The size of images can be 1200*1600 

or 270*180. First, convert the RGB image to a grayscale image 

to extract the features of images more efficiently. In the 

reprocessing stage, there are two kinds of filters: one is Sobel, 

and the other one is a canny filter. The Sobel filter detects the 

edges and canny to reduce the noises from the images. 

 

3.3.1 Sobel filter 

The Sobel filter method finds the edge using covers of 3×3 

size. One estimates the slope in the 𝑥 direction, and the other 

calculates the 𝑦 direction. The mask slides over the image one 

square pixel at a time. This algorithm computes the image 

intensity gradient at each point, telling each point to increase 

in image intensity from bright to dark. Edges regions represent 

darker or lighter intensity variation. 

A gradient is a vector whose elements measure how quickly 

pixel values change with distance in the 𝑥 and 𝑦 directions. 

 
𝜕𝑖(𝑎, 𝑏)

𝜕𝑎
= ∇𝑎 =

𝑖(𝑎 + 𝑑𝑎, 𝑏) − 𝑖(𝑎, 𝑏)

𝑑𝑎
 (2) 

 
𝜕𝑖(𝑎, 𝑏)

𝜕𝑎
= ∇𝑏 =

𝑖(𝑎 + 𝑏 + 𝑑𝑏) − 𝑖(𝑎, 𝑏)

𝑑𝑏
 (3) 

 

In separate images, 𝑑𝑏 and 𝑑𝑎- distance along with a and b 

image edges can be considered 𝑑𝑏  and 𝑑𝑎  regarding the 

number of pixels between two points. 

 

𝑑𝑏 = 𝑑𝑎 = 1 (4) 

 

Pixel values coordinate are (𝑥, 𝑦), 
 

∆𝑎 = 𝑖(𝑥 + 1, 𝑦) − 𝑖(𝑥, 𝑦) (5) 

 

∆𝑏 = 𝑖(𝑥, 𝑦 + 1) − 𝑖(𝑥, 𝑦) (6) 

 

The Sobel convolution kernels are designed to 

accommodate vertical and horizontal edges. Image angles are 

calculated (𝛼) is 0, and the direction of the maximum contrast 

from black to white moves from left to right across the image. 

 

𝐺𝑎 =
𝜕𝑖

𝜕𝑎
; 𝐺𝑏 =

𝜕𝑖

𝜕𝑏
 (7) 

 

𝑆(𝑎, 𝑏) = |𝐺𝑎| + |𝐺𝑏| (8) 

 

𝛼 = 𝑡𝑎𝑛−1 [
𝐺𝑎
𝐺𝑏
] (9) 

 

Each of these edges is associated with an image. Calculate 

the horizontal and vertical slopes (𝐺𝑎  and 𝐺𝑏) and integrate 

them to find the total size and direction of the slope at each 

point. 

 

3.3.2 Canny filter 

The Canny edge detection algorithm is introduced to 

improve the edge detection process. The main goal is to reduce 

minor errors. Canny edge detection is an operator and an 

algorithm that helps detect sharp edges in noisy images. 

Using filter for reducing the noise 𝐶(𝑥, 𝑦), smoothening the 

images 

 

𝐶(𝑚, 𝑛) = 𝑐𝜎(𝑚, 𝑛) ∗ 𝑓(𝑚, 𝑛) (10) 

 

𝐶(𝑥, 𝑦) Is given by 𝐶𝜎(𝑚, 𝑛) =
1

√2𝜋𝜎2
 𝑒
[−
𝑢2+𝑣2

2𝜎2
]
 (11) 

 

Evaluate gradient of 𝑔(𝑢, 𝑣) 
 

𝑥(𝑚, 𝑛) = √𝑔𝑢
2(𝑚, 𝑛) + 𝑔𝑣

2(𝑚, 𝑛) (12) 

 

𝜃(𝑚, 𝑛) = 𝑡𝑎𝑛−1 [
𝑔𝑢(𝑚, 𝑛)

𝑔𝑣(𝑚, 𝑛)
] (13) 

 

Threshold limits (𝑇) are given as: 

 

𝑇𝑐(𝑎, 𝑏) = {
𝑐(𝑚, 𝑛) 𝑖𝑓( 𝑎, 𝑏) > 𝑇

0
 (14) 

 

If (image pixel grade > higher Threshold) 

              Accept the pixels as the edges 

Else if (image pixel grade < lesser threshold) 

              Discards the pixels 

Else if (the image pixel grade is associated with pixels 

above the upper Threshold) 

              Accept pixels as edges. 

T-Chosen, 𝑎, 𝑏 − values of edges, (𝑚, 𝑛)-along the edges, 

Canny uses two thresholds (upper and lower). Edge points 

detected by the operator must accurately locate the edge center. 

Canny is an essential method for isolating noise in an image 

and detecting edges before detecting edges in an image. The 

canny method is the best way to find edge values and 

thresholding without the edge features in the image. 

 

3.4 Enhance region-based convolutional neural 

segmentation (ER-CNS) 

 

RCNS combines CNN with region proposal segmentation 

to classify the image regions into detected vehicle number 

plates. Compared with traditional sliding window-based 

detection methods, selecting (recommended) regions can 

reduce the search space and thus reduce the detection. 

The localization procedure numbers the pattern image to 

each location of the vehicle image. For each segment pixel, 

calculate the numerical index to ensure that the pattern 

matches the picture. Finally, the most significant similarities 

are identified as characters' valid images. 

 

3.4.1 Character segmentation 

The most essential steps in license plate recognition for 

image segmentation. Without segmentation, a character could 

be split into two characters. Use the bounding box method to 

measure the features of the image region. Create a bounding 

box for all characters on the number plate to extract and 

recognize each character and number. Use the bounding box 
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method to divide the exact area of each character. The 

character Segmentation process separates the number plate. 

 

𝐶(𝑎) = ∑𝜐𝑃 ∗ 𝑎𝑝 +∑𝑉𝑝𝑞

{𝑎𝑃}

 𝑋|𝑎𝑝 − 𝑎𝑞|

𝑃∈𝛽

𝑎𝑞

∈ {0, 1} 

(15) 

 

where, 𝛽 is an image with the pixel values of 𝑃 ∈ 𝛽 ,  𝑎𝑝 

individual pixel labels values of 0 and 1. Sets of the image 

pixels defined by ∈  𝜐𝑃 𝑎𝑛𝑑 𝑉𝑝𝑞. 

Steps: Bounding box method for vehicle plate region 

Begin 

 

𝐹𝑜𝑟 𝑎 = 1: 𝑛(𝑒𝑎𝑐ℎ 𝑣𝑖𝑑𝑒𝑜 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛), 𝑑𝑜 
 

𝐹𝑜𝑟 𝑏 = 1: 𝑛𝑓(𝑒𝑎𝑐ℎ 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑖𝑛𝑔 𝑓𝑟𝑎𝑚𝑒𝑠), 𝑑𝑜 

 

Recognized the character as center objects with target 

bounding box; 

Image region (𝑅𝑔) is a targeting boundary box; 

Normalization Region of Interest (ROI) 

Compute the segmenting of the images with normalized 

ROI using below equation. 

 

𝐶(𝑎) = ∑ 𝜐𝑃 ∗ 𝑎𝑝 +∑𝑉𝑝𝑞

{𝑎𝑃}

𝑋|𝑎𝑝 − 𝑎𝑞|

𝑃∈𝛽

𝑎𝑞 ∈ {0,1} 

 

 Normalized image values; 

End 

 Collect the set of images edge point ({𝑉𝑖}𝑇=1
𝑥𝑖 ) 

 Compute feature vector (𝑥𝑖) 
End 

 Training set 𝑇𝑠 = ({𝑎1, 𝑏2}𝑥=1
𝑁 ) 

 

Train RCNS the classifier using 𝑇𝑠  with validation for 

segmenting images 

End 

 

The steps are a bounding box algorithm that describes the 

object's (Vehicle's) position. A bounding box is a rectangular 

box defined by the x-axis and y-axis coordinates of the 

rectangle's upper-left corner and the x-axis and y-axis 

coordinates of the rectangle's lower-right angle. 

 

3.4.2 Enhance region-based convolutional neural 

segmentation 

The number plates are detected by passing each zone to the 

RCNN model. The Model predicts types and assigns 

confidence values to each Region. All areas predicted by the 

Model to be plate areas are selected with greater than 95% 

confidence of segmentation. The most accurate Region is 

chosen for all selected regions using the non-maximal 

suppression function. This part is considered the detected 

number plate part. 

Evaluate the pixel of the images for each column 

 

𝑆𝑖 =∑𝑠𝑖,𝑗 ,

𝑛

𝑖=1

𝑗 = 1,2, . . 𝑤 (16) 

 

Detection of Region Segment Columns (RSC) 

 

RSC = (𝑠𝑐 ∈ 𝑠𝑖|𝑠𝑖 ≤ 1, 𝑗 = 1,2, . . 𝑤) (17) 

Initiate the m, sum=0 

For (n=1, SC,-1, n++) 

{ 

 If (𝑠𝑐𝑛+1 − RSC𝑛 ≤ 𝑇𝐻) 

  𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑠𝑐𝑛 , 𝑛 = 𝑛 + 1 

Else 

 If 𝑚 ≥ 1 then 𝑠𝑐𝑛 = 𝑅𝑒𝑔𝑖𝑜𝑛 (
𝑠𝑢𝑚

𝑛
) 

 Else 𝑠𝑐𝑛 = RSC𝑛 

 𝑆𝑢𝑚 = 0, 𝑛 = 0 

} 

 

Each segmented column is estimated using a neural network 

to handle additional features and region segmentation of 

character extraction. Thus, the pixels of each segmented 

column are calculated, and the nearest neighbors of the 

segmented Region are analyzed. 

 

3.5 Enhanced feature scaled social spider optimization 

(EFS3O) 

 

In the proposed method, each solution in the search space 

represents a spider's position in the public network. All spiders 

are weighted according to the best or worst solution 

represented by the community spider. The algorithm models 

two search agents (spiders), male and female. 

Depending on their gender, each is subject to a different 

evolutionary operator, reflecting cooperative behaviors 

commonly believed in populations. An attractive aspect of 

sociable spiders is that their population is heavily skewed 

toward females. The algorithm first defines the number of 

female and male spiders described as individuals in the 

modeling search space. The count of 𝑐𝑓females is randomly 

chosen within the 𝑐 range of 75%~85% of the total population. 

 

𝑐𝑓 = 𝑓𝑙𝑜𝑜𝑟[(0.8 − 𝑟𝑎𝑛𝑑𝑜𝑚 0.25). 𝑐] (18) 

 

𝑐𝑓 is evaluated by the random numbers between (0, 1), and 

the count of male spiders (𝑐𝑚 ) is computed as the match 

between 𝑐 𝑎𝑛𝑑 𝑐𝑓. 

 

𝑐𝑚 = 𝑐 − 𝑐𝑓 (19) 

 

The entire population (𝑝) , collected by 𝑁 number of 

elements, is divided into two sub-fields, F and M.  

 

(𝑀 = {𝑚1, 𝑚2, … ,𝑚𝑛}) (20) 

 

(𝐹 = {𝑓1, 𝑓2, … , 𝑓𝑛}) 𝑝 = 𝐹 ∪𝑀(𝑝 =
{𝑝1, 𝑝2, 𝑝3… , 𝑝𝑛}) 

(21) 

 

𝑝 = {𝑝1 = 𝑓1, 𝑝2 = 𝑓2, … . . 𝑝𝑛𝑓} (22) 

 

𝑝 = {𝑝1 = 𝑚11
, 𝑝2 = 𝑚2, … . . 𝑝𝑛𝑚} (23) 

 

• Fitness evaluation 

In the proposed method, each spider characteristic (𝑐) 
receives a weight (𝑤𝑥) that reflects the quality of the solution 

associated with spider 𝑠𝑖  (irrespective of gender) in the 

population (𝑝). 
Calculate the weights of every spider 
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𝑤𝑥 =
𝑤𝑜𝑟𝑠𝑡𝑝 − 𝑠(𝑐)

𝑤𝑜𝑟𝑠𝑡 𝑝 − 𝑏𝑒𝑠𝑡𝑠
 (24) 

 

𝑠(𝑐)-Fitness values obtained by the estimation of the spider 

position (𝑓𝑠), the values 𝑤𝑜𝑟𝑠𝑡𝑠  and 𝑏𝑒𝑠𝑡𝑠 is considering the 

minimizing problems. 

 

𝑏𝑒𝑠𝑡𝑠 = min
𝑝∈{1,2,..,𝑁}

(𝑠(𝑐𝑝)) (25) 

 

𝑤𝑜𝑟𝑠𝑡𝑠 = max
𝑝∈{1,2,..,𝑁}

(𝑠(𝑐𝑝)) (26) 

 

• Spiders' vibrations through the web 

The Vibrations depend on the weight of the spider and the 

distance from which the shock is generated. The distance 

between the spider that excited the vibration and the member 

that detects it is related, with members closer to the vibrating 

individual in the network vibrating more strongly than 

members further away. 

 

𝑉𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛𝑥,𝑦 = 𝑤𝑦 . 𝑒
−𝑑𝑥,𝑦

2
 (27) 

 

where, the 𝑑𝑥,𝑦 is the Euclidian distance between the spiders x 

and y, 𝑑𝑥,𝑦 = |𝑃𝑥 − 𝑝𝑦|. 

 

It is possible to calculate the perceived vibrations 

considering any individual pair. 

Vibrations (𝑣𝑖𝑏𝑥) are observed by the individual 𝑥(𝑝𝑖) of 

result information transmitted by member count 𝑐(𝑝𝑖), who is 

an individual that has two essential attributes configured in 

Figure 4. 

 

 
(a)                                        (b) 

 

Figure 4. Relation between spiders (a) and (b) 

 

𝑤𝑏 = max
𝑐∈{1,2,…𝑁}

(𝑤𝑐) (28) 

 

𝑣𝑖𝑏𝑥 = 𝑤𝑏 . 𝑒𝑥𝑏
−𝑑2  (29) 

 

The vibrations 𝑣𝑖𝑏𝑓𝑥  observed by the individual 𝐼(𝑝𝐼) 

result from the information transmitted by the member 𝐹(𝑝𝑓), 

with 𝑓 being the nearby female count to x. 

The resulting attraction depends on some random event 

whose choice is designed to be a random outcome. This 

function generates the same random number (𝑛𝑟) in the range 

[0, 1]. 𝑛𝑓 limit is less than 𝑛𝑚, movement occurs, 

 

𝑓𝑥
𝑛+1𝑓𝑥

1 {
𝑓𝑥
𝑛 + 𝛼. 𝑣𝑖𝑏𝑥 . (𝑝𝑥 − 𝑓𝑥

𝑛) + 𝛽. 𝑣𝑖𝑏𝑥 . (𝑝𝑥 − 𝑓𝑥
𝑛) + 𝛿. (𝑟𝑎𝑛𝑑 − 1/2) 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑇ℎ

𝑓𝑥
𝑛 − 𝛼. 𝑣𝑖𝑏𝑥 . (𝑝𝑥 − 𝑓𝑥

𝑛) − 𝛽. 𝑣𝑖𝑏𝑥 . (𝑝𝑥 − 𝑓𝑥
𝑛) + 𝛿. (𝑟𝑎𝑛𝑑 −

1

2
) 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝑇ℎ

 (30) 

 

where, 𝛼, 𝛽, 𝛿 and random numbers between (0,1) whereas n 

represents the iteration numbers. 𝑝𝑐  𝑎𝑛𝑑 𝑝𝑏  represent the 

nearby member to x, who holds a maximum weight and is the 

best individual in the entire web population (𝑝). Therefore, this 

algorithm has a global search capability to improve the exploit 

behavior of the proposed approach. 

 

𝑀𝑥
𝑛+1

=

{
 
 
 

 
 
 𝑚𝑥

𝑛 + 𝛼. 𝑣𝑖𝑏𝑥 . (𝑝𝑓 −𝑚𝑥
𝑛) + 𝛿. (𝑟𝑎𝑛𝑑 −

1

2
)𝑤𝑓+𝑥

> 𝑤𝑛𝑓 +𝑚

𝑚𝑥
𝑛 + 𝛼. (

∑ 𝑚𝑥
𝑛 . 𝑤𝑛𝑓+𝑚

𝑁𝑚
𝑀=1

 ∑ 𝑤𝑛𝑓+𝑀
𝑀𝑛
𝑀=1

−𝑚𝑥
𝑛) 𝑖𝑓 𝑤𝑛𝑓

𝑥

≤ 𝑤_𝑛𝑓 +𝑚

 
(31) 

 

where, the separate 𝑃𝑓, the nearby female separates to the male 

member 𝑋, as 
∑ 𝑚𝑥

𝑛.𝑤𝑛𝑓+𝑚
𝑁𝑚
𝑀=1

 ∑ 𝑤𝑛𝑓+𝑀
𝑀𝑛
𝑀=1

 match to the weighted mean of 

the male population 𝑀𝑝. 

Calculate the weights of all spiders in 𝑆𝑝 

 

𝑓𝑜𝑟 (𝑥 = 1, 𝑥 < 𝑛 + 1, 𝑥 + +) (32) 

 

𝑤𝑥 =
𝑤𝑜𝑟𝑠𝑡𝑝 − 𝑠(𝑐)

𝑤𝑜𝑟𝑠𝑡𝑝 − 𝑏𝑒𝑠𝑡𝑝
 (33) 

 

where, 𝑐(. ) -represent sub-group function, 𝑏𝑒𝑠𝑡𝑝 =

min
𝑐∈{1,2,3..𝑛}

(𝑝𝑛) and 𝑤𝑜𝑟𝑠𝑡𝑝 = max
𝑐∈{1,2,3..𝑛}

(𝑝𝑛). 

 

End for 

 Move the male spider towards the male partner 

Find the intermediate male individual (𝑤𝑛𝑓+𝑚) from M 

 

 𝑓𝑜𝑟 (𝑥 = 1, 𝑥 < 𝑛 + 1, 𝑥 + +) 
Evaluate 𝑣𝑖𝑏𝑥  

 If (𝑤𝑛𝑓+𝑥 + 𝑤𝑛𝑓+𝑚) 

 𝑚𝑥
𝑛+1 = 𝑚𝑥 

𝑛 + 𝛼. 𝑣𝑖𝑏𝑥 , (𝑝𝑓 −𝑚𝑥
𝑓
) + 𝛿. (𝑟𝑎𝑛𝑑 −

1

2
)) 

Else if 

 

𝑚𝑥
𝑛 + 𝛼. (

∑ 𝑚𝑥
𝑛. 𝑤𝑛𝑓+𝑚

𝑁𝑚
𝑀=1

 ∑ 𝑤𝑛𝑓+𝑀
𝑀𝑛
𝑀=1

−𝑚𝑥
𝑛) 

End if 

End for 

 

Maximum vibrations communicate essential information 

through the web. This information is considered local 

information and is used by each member to carry out 

cooperative activities while prompting the social parameter of 

the group. 

 

3.6 SoftMax Neural Network (SN2) 

 

A SoftMax Neural Network is a mathematical function that 
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converts numbers to probabilities. The probability of all values 

is relative to the relative section of each value. 

SN2 is implemented through weight optimization, changing 

the weights to minimize the loss function. The SoftMax 

function is defined as: 

 

𝐹(𝑎𝑥) =
𝑒𝑎𝑥

∑ 𝑒𝑎𝑥𝑛
𝑦=1

 (34) 

 

where, 𝑎𝑥 is the 𝑥𝑡ℎ dimensional output, and 𝑁 is the number 

of dimensions, usually equal to the number of classes, let us 

think of 𝐹(𝑎𝑥) as the probability of the ith class. 

 

𝐹(𝑎𝑥) = max
𝑥∈(1,𝑛)

𝐹(𝑎𝑥) (35) 

 

SoftMax function has a learning problem when N classes 

are large. First, the significant parameters of the last layer 

perform only forward and backward propagation. Images in 

this category have a predicted score lower than a classifier 

containing. Mathematically, this can be formalized as: 

𝐹(𝑎𝑥𝑖) < 𝐹(𝑎𝑥𝑗) Where 𝑖 ≠ 𝑗 and 𝑖, 𝑗 ∈ [1, ] F. The input 

value is estimated as positive or negative of the input value, 

and the function output creates a network or Model for 

multiclass classification. The network's output layer contains 

as many neurons and classes as there are targets. 

The SoftMax activation feature prevents neurons from 

strengthening and makes learning more efficient. However, for 

more complex problems, the calculations are more efficient. 

 

3.7 Advance sequential long short-term memory with 

convolutional neural network (ASLSTM-CNN) 

 

The first step is converting the video clip into images and 

detecting the cars from each frame. The next step is to find 

number plates from detected vehicles. In the final stage, the 

reading of the license plate letters is recognized from the 

detected license plates using ASLSTM-CNN. The proposed 

deep learning model uses the Image library to simplify the 

training process. 

First, the CNN layer is selected to extract features from 

cropped images. The resulting feature array is fed into 

ASLSTM layers, which recognize letters in a left-to-right 

sequence, with multiple features identifying a single note. 

Finally, the results are processed through the translation layer, 

and the authentication results are defined according to the 

number plate character recognition. 

 

• Sequential Features in Vehicle Numbers 

In an ASLSTM-CNN architecture, the output of the CNN is 

not used directly as an output. Instead, it is sent to an RNN 

with 36 hidden layers for further ranking. By learning a 

nonlinear function, the recurrent layer derives the label 

inserting of the predicted labels and the co-occurrence biases 

in the Model's latent recurrence stage. 

 

𝑆(𝑡) = 𝐻[𝑠(𝑡 − 1), 𝑤𝑙(𝑡)] (36) 

 

𝑂𝑝(𝑡) = 𝐻[𝑠(𝑡 − 1),𝑤𝑙(𝑡)] (37) 

 

where, 𝐻[. ] −transforming functions 𝑆(𝑡) 𝑎𝑛𝑑 𝑂𝑝(𝑡) are the 

hidden layers and output of the recurrent layer based on the 

time (t). 𝑤𝑙(𝑡) is the prediction label. 

 

• Image features Training function 

The ASLSTM-CNN model is trained using cross-entropy 

loss and stochastic gradient descent with SoftMax scores and 

backpropagation (for the CNN-LSTM model) with time 

normalization. Although it is possible to fine-tune our upper 

VGGNet layers, we must keep the network constant in our 

implementation for simplicity. 

The first convolutional layers of ASLSTM-CNN usually 

learn simple image features like edges and selecting features. 

Since these features are the same for different objects, the 

Model needs to know only the weights of new convolutional 

layers. For this reason, during the training of the VGGNet 

layer, the backpropagation is stopped after the final 

convolutional layer weights are changed. 

Figure 5 describes the CNN-LSTM Model, which combines 

a CNN layer, which provides sequence prediction, with an 

LSTM layer that extracts features from input data. CNN-

LSTMs are commonly used for plate recognition and image 

labeling. Their common feature is that they have been 

developed to apply visual time series prediction problems and 

generate text annotations from image sequences. 

 

 
 

Figure 5. LSTM-CNN layers training function 

 

Each point corresponds to the center point of the original 

image Region after the feature map output by convolution. 

Based on this, two default boxes with different aspect ratios 

are created. The default box is meant to match the ground truth 

box of the number plate. Finally, default boxes with category 

probabilities below the Threshold (0.7) are excluded. 

Table 1 shows the dataset details, which contain vehicle 

number plate images based on the training, valid, and testing 

processing using vehicle number plate images, which are 

augmented by collecting roadside mapping units. It evaluates 

Characters as the kind of all the characters shown on the 

number plate. 

 

Table 1. Number plate detection train, test, and validation 

 
Dataset Images Count Characters 

Training 4000 65 

Validation 1000 65 

Testing 1000 65 

 

• Loss function 

The loss function has two parts: Confidence calculations 

correspond to default boxes, target categories, and regression 

results for associated positions. Reliability is achieved by 

position regression with SoftMax Loss. 

 

𝐿𝐹(𝑎, 𝑐, 𝑅,𝑚) =
1

𝑁
(𝐿𝑓𝑐𝑜𝑛(𝑎, 𝑐) + 𝛼𝐿𝑓𝑅𝑒𝑙(𝑎, 𝑅,𝑚)) (38) 
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where, N-number of positive images, 𝑎, 𝑐, 𝑅,𝑚 −
𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑤𝑒𝑖𝑔ℎ𝑡𝑠, lf-loss function 

 

𝐿𝑓𝑐𝑜𝑛(𝑎, 𝑅,𝑚)

= ∑ ∑ 𝐿𝑎𝑏
𝑛

𝑚∈{𝑎,𝑅𝑏,𝑤,𝑚}

𝑁

𝑥∈𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑙𝑓(𝑙𝑓𝑎
𝑛 − 𝑅𝑏) 

(39) 

 

In the validation process, the samples are split into the 

training set, which gets the first 70% of the frames, and the test 

set receives the rest of the edges. This approach is better than 

the loss function for the random selection of structures used in 

the video section. 

 

• ASLSTM-CNN 

Advance Sequential Long Short Term, Memory with 

Convolutional Neural Network (ASLSTM-CNN) model 

comparing the target and training images, provides a large 

dataset with training images. An active neural network 

performs it. Need an encoder to extract image features. Use 

CNN to segment and extract the generated image using LSTM. 

Accuracy is assessed using the ranked BLEU index. 

 

For 𝑋 = 1: 𝑁 (All both segmentation) do 

 

 For 𝐴 = 1: 𝐹𝑥 (All frames), do 

 Detecting each character with a target bounding box; 

 Image region (𝑅𝑥) with a target bounding box; 

 𝑅(𝑥) = ∑ 𝑖𝑎𝑋𝑥𝑎 +∑ 𝑗𝑎𝑏𝑋|𝑥𝑎 − 𝑥𝑏|{𝑎,𝑏}𝑎∈𝛽  

where, 𝛽-image pixels, 𝑎 ∈ 𝛽 , 𝑥𝑎 −individual pixels, in the 

pixel values assume 0 and 1 weights. Pairs of neighboring 

pixels defined 𝑖𝑎, 𝑗𝑎𝑏 . 

 Region of Interest (ROI) with Aspect Ratio 

Preservation; 

End 

 Collect the set of various points{𝑉𝑝}𝑎=1
𝑓𝑥 ; 

 Compute feature vector 𝑥𝑎 

End 

 𝑥1 = 𝑅𝑁𝑁(𝑎1, 𝑥𝑖−1) 
𝑥1 -Image size,  𝑎1 -current images pixels,  𝑥𝑖−1 -previous 

images values. 

 𝑥𝑖
𝑓
= 𝐴𝑆𝐿𝑆𝑇𝑀𝑓(𝑎1, 𝑥𝑖−1

𝑓
) 

 𝑥𝑖
𝑏 = 𝐴𝑆𝐿𝑆𝑇𝑀𝑏(𝑎1, 𝑥𝑖+1

𝑏 ) 
 Evaluating Training set 𝜒 = ({𝑥𝑎 , 𝑦𝑏})𝑥=1

𝑁  

 CNN classifier using cross-validation 

End 

 

where, f-Advancing LSTM, b-backward LSTM, 𝑙𝑎𝑏𝑒𝑙 =
arg max

𝑖
𝐿(𝑥)  Arguments Extract feature vector of a target 

image. The training data is matched with the target image 

features for image segmentation. ASLSTM-CNN extracts 

feature from these images and transforms the image text into 

text to detect category and vehicle number, respectively. 

 

 

4. RESULT AND DISCUSSION 

 

This section tests the proposed method ASLSTM-CNN 

using features trained from a vehicle number plate dataset. 

Performance assessments are performed in stages to test 

accuracy, compliance, and repeatability. The text case metric 

is calculated based on the actual/error status of the execution 

error rate. The performance value is a combination of positive 

and negative values. 

Table 2 describes A dataset of vehicle images processed to 

test the efficiency of the proposed system. Several training and 

test images are evaluated for the number plate segments to 

estimate the numbers for the classification. 

Table 3 presents the precise analysis, also called positives 

or the proportion of related measures. For the imbalanced bias 

classification problem, divide the accuracy by the number of 

true and false positives. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃) = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) ∗ 100 (40) 

 

Figure 6 compares methods for precision values of the 

actual positive rate, and the proposed implementation achieves 

higher performance than the others. Existing methods have 

86% of convolutional neural network (CNN), 92% of End-to-

End Irregular Number Plate Recognition (EILPR), and 83% of 

YOLOv5. Advanced Sequential Long Short-Term Memory 

(ASLSTM-CNN) has a high accuracy of 95%, which is better 

than previous methods. 

 

Table 2. Simulation parameters for the proposed method 

 
Using Parameters Values 

Name of the Dataset Vehicle Number Plate dataset 

Tool Anaconda 

Language Python 

No. Of. images 1000 

Trained images 700 

Testing images 300 

 

Table 3. Precision performance 

 
Number of 

Images 
YOLOv5 % CNN % EILPR % 

ASLSTM-

CNN % 

50 46 51 60 69 

100 54 66 73 78 

150 62 74 80 84 

200 75 79 86 90 

250 78 82 88 92 

300 83 86 92 95 

 

 
 

Figure 6. Analysis of precision rate 

 

Table 4. Analysis of recall performance 

 
Number of 

Images 

YOLOv5 

in % 

CNN 

in % 

EILPR 

in % 

ASLSTM-

CNN in % 

50 46 52 58 68 

100 51 60 67 75 

150 64 71 76 85 

200 72 76 84 89 

250 75 79 86 90 

300 80 84 89 91 
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Table 4 shows the actual positive recall performance 

number divided by the total number of elements in the positive 

class. 

 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) ∗ 100 (41) 

 

 
 

Figure 7. Analysis of recall values 

 

Figure 7 compares the recall of true positives and false 

negatives between different methods. The proposed 

implementation performs better than other algorithms. In the 

existing techniques, Convolutional Neural Network (CNN) is 

84%, End-To-End Irregular Number Plate Recognition 

(EILPR) is 89%, and YOLOv5 is 80% but the proposed 

method of Advance Sequential Long Short-Term Memory 

with Convolutional Neural Network (ASLSTM-CNN) is 91% 

is high recall better than previous methods. 

 

Table 5. Analysis of image detection accuracy 

 
Number of 

Images 
YOLOv5 % CNN % EILPR % 

ASLSTM-

CNN % 

50 52 57 62 67 

100 59 65 72 75 

150 70 78 80 84 

200 76 81 85 88 

250 79 82 86 89 

300 84 88 90 96 

 

Table 5 describes how this will create different levels of 

users and improve the accuracy of number plate image 

detection. The proposed system significantly impacts number 

plate detection performance compared to other methods. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴) = 𝑇𝑃/(𝑇𝑃 + 𝑇𝑁) ∗ 100) (42) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒(𝐹) =
(2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃) ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅))

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) + 𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅))
 (43) 

 

Figure 8 compares the image detection accuracy values of 

the various methods, and the proposed implementation 

performs better than other algorithms. In existing approaches, 

convolutional neural network (CNN) is 88%, end-to-end 

irregular number plate recognition (EILPR) is 90%, and 

YOLOv5 is 84%. In contrast, our proposed method uses 

Advance Sequential Long Short-Term Memory convolutional 

neural network (ASLSTM)-CNN), and the recall is 96% 

higher, which is better than previous methods. 

Table 6 describes the false error rate performance of 

different classes of number plate images to reduce errors. The 

proposed method reduces the error in image training and test 

datasets. 

 

 
 

Figure 8. Analysis of image detection accuracy 

 

Table 6. False rate performance 

 
Number of 

Images 
YOLOv5 % CNN % EILPR % 

ASLSTM-

CNN % 

50 59.1 55.2 52.1 50.2 

100 50.1 48.2 45.2 42.1 

150 49.2 46.2 44.3 43.4 

200 46.2 43.2 42.4 40.6 

250 44.2 42.4 41.8 39.2 

300 40.5 39.5 38.8 34.8 

 

 
 

Figure 9. Analysis of false score 

 

Figure 9 shows the value of the false rate by comparing 

different methods, finding that the proposed implementation 

has error rate performance compared to other algorithms. 

Existing approaches have 39.5% for convolutional neural 

networks (CNN), 38.8% for end-to-end irregular number plate 

recognition (EILPR), and 40.5% for YOLOv5. In contrast, our 

proposed method's Advance Sequential Long Short-Term 

Memory convolutional neural network (ASLSTM-CNN) false 

rate is 34.8% lower than the previous process. 

 

 

5. CONCLUSION 

 

To conclude, Vehicle number plate detection and 

recognition are performed using image processing techniques. 

Compared with image processing techniques, deep learning-

based methods provide more reliable results. Propose an 

automatic number plate detection and recognition method that 

extracts number plate features using a decomposable region 

model and trains a number plate detector-using Advance 
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Sequential Long Short-Term Memory with Convolutional 

Neural Network (ASLSTM-CNN). To improve the accuracy 

of optical character recognition, number plates extracted from 

the scenes captured by the camera are further enhanced. 

Recognize the number plate characters and get the vehicle 

status and detailed information. A record of detected vehicles 

is also maintained by storing the vehicle number plate text. 

The proposed method for number plate detection and 

recognition using deep Learning achieves an accuracy of 96% 

in the ASLSTM-CNN model, respectively, which gives 

reliable results. As a result, the proposed method finds a 

solution to recognize characters. 
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