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This paper proposes a fault precognition system designed for predictive maintenance in 

bearing systems aimed at improving Remaining Useful Life (RUL) estimation accuracy. 

This study makes use of the Pronostia-bearing dataset, a recognized standard for RUL 

prediction and predictive maintenance. It includes vibration data captured by 

accelerometer sensors along two axes (X and Y), which shows how bearings deteriorate 

under different operation circumstances. The extensive size of the dataset, which includes 

several bearings experiencing progressive deterioration, guarantees strong validation of 

the suggested fault precognition and RUL prediction system in actual maintenance 

situations. The system utilizes the Pronostia bearing dataset, employing time-domain 

feature extraction, automated feature ranking, and fault pattern classification through K-

means clustering with Silhouette Coefficients. A core component of the system is an 

Autoencoder-LSTM model, which identifies early fault occurrences by analyzing 

reconstruction loss thresholds—quantitative measures of deviation between observed and 

reconstructed data. These thresholds serve as indicators of anomalous behaviour, 

distinguishing normal operations from fault-prone data clusters. The system then estimates 

RUL using various LSTM variants, including Vanilla LSTM, BiLSTM, CNN-LSTM, 

StackLSTM, ConvLSTM and Encoder-Decoder LSTM, with performance evaluated using 

Mean Squared Error (MSE) and R² scores. The results demonstrate that incorporating fault 

precognition into the system significantly enhances prediction accuracy, facilitating 

proactive maintenance and improving operational reliability. 
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1. INTRODUCTION

The advent of Industry 4.0 has transformed manufacturing 

and maintenance operations by incorporating smart 

technologies like the Internet of Things (IoT), big data 

analytics, and artificial intelligence [1, 2]. Predictive 

Maintenance is one of the strong pillars of Industry 5.0, which 

allows for the early prediction of failures of critical machinery 

and the reduction of unexpected downtimes [3]. Predictive 

maintenance identifies a crucial element: accurate estimations 

of Remaining Useful Life (RUL) to schedule preventive 

maintenance interventions at the right time, limit unexpected 

downtimes, and cut operational costs. Precise RUL 

estimations are critical in optimizing resource allocation and 

extending the lifespan of the most vital machinery components 

of critical facilities, such as manufacturing, aviation, and 

energy industries [4]. All of these have laid a foundation for 

integrating fault pre-detection with predictive maintenance, 

which has led to more reliable and cost-effective operations in 

modern industries [5].  

The conventional RUL prediction approaches, however, 

largely ignore the early detection of a fault in machinery 

degradation, and hence, it might lead to lower predictions in 

precision [6]. In traditional methods of RUL estimation, fault 

detection and degradation modelling are usually treated as 

different tasks and, hence, face limitations concerning the 

early onset of faults. 

The novelty of this work is the combination of fault 

precognition, the step that identifies fault onset with 

reconstruction loss thresholds—with advanced RUL 

prediction models. This proposed methodology comprises 

extracting and ranking time-domain features [7] from the 

accelerometer data, followed by K-means clustering for the 

classification of operational data into normal and fault-prone 

patterns [8]. Utilized an Autoencoder-LSTM network [9] and, 

after that, the framework detects initial faults appearance via 

reconstruction loss threshold analysis so distinguishing 

between normal operation and the onset of faults. 

The data is split to be used as a specific input for different 

LSTM-based RUL models, such as Vanilla LSTM [10], 

BiLSTM [11], CNN-LSTM [12], ConvLSTM [13] and 

Encoder-Decoder LSTM [14]. The novelty of this study is its 

ability to give a complete and applied solution for predictive 

maintenance, which is validated by the Pronostia-bearing 

dataset. By coupling fault pre-recognition with RUL 

prediction, the proposed framework contributes to 

advancements in the area of machinery health monitoring 

towards more reliable and cost-effective operations. 
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2. LITERATURE REVIEW

Condition-based monitoring (CBM) has been one of the 

more significant areas of evolution over the years-from 

manual inspections to sophisticated automated techniques [15, 

16]. The early approaches of CBM were based on visual 

inspections and simple measurements such as vibration or 

temperature thresholds for assessing equipment health [17, 18]. 

The application of deep learning techniques in machinery 

health monitoring, and in particular for RUL prediction, has 

come to be remarkable because they can autonomously extract 

features and model complex temporal dependencies [19, 20]. 

Recent studies indicate that deep learning models are capable 

of good performance in anomaly detection and RUL 

estimation tasks [21]. 

Reconstruction-based models, especially autoencoders, 

have recently been widely used in anomaly detection for 

identifying drifting behavior in machinery [22]. Zhao et al. [23] 

showed how Autoencoder can be used to detect faults in 

bearings by using robust anomaly detection under various 

operating conditions. The work of Yan et al. [24] proposed a 

Hybrid Robust Convolutional Autoencoder (HRCAE) with a 

parallel convolutional distribution fitting module and fused 

directional distance loss function to improve unsupervised 

anomaly detection in noisy machine tool data, outperforming 

traditional unsupervised autoencoder methods. Recurrent 

Neural Networks (RNNs) and its variants like Long Short-

Term Memory networks have been widely used for RUL 

prediction [25, 26]. Afridi et al. [27] proposed an LSTM-based 

framework to predict the RUL of bearings, outperforming 

traditional machine learning techniques in prediction accuracy. 

Fan et al. [28] extended this work by employing BiLSTM 

models, which leverage bidirectional processing to improve 

temporal dependency modelling, thereby enhancing prediction 

performance. Hybrid models combining Convolutional Neural 

Networks (CNNs) and LSTM architectures have also gained 

traction in recent years [29, 30]. Wang et al. [11] demonstrated 

a deep learning fusion algorithm combining 1-D CNN, LSTM, 

and a self-attention mechanism effectively predicts the RUL 

of turbofan engines under multi-operating-point (MOP) mode, 

outperforming existing approaches. 

However, most existing studies treat anomaly detection and 

RUL prediction as separate processes, often neglecting the 

importance of fault precognition for enhancing RUL 

estimation accuracy. Fault precognition—the ability to detect 

the onset of anomalies and incorporate this information into 

RUL predictions—has been largely overlooked. Additionally, 

while hybrid deep learning models have shown promise, they 

do not integrate early anomaly detection into the RUL 

prediction pipeline, limiting their effectiveness in capturing 

degradation dynamics [31]. 

These gaps are addressed in this study by considering a new 

unified framework that combines fault precognition and RUL 

prediction. This framework uses the Autoencoder-LSTM 

model to identify faults from their onset and other various 

variants of LSTM for precise RUL estimation. Thus, early 

fault detection coupling with degradation modeling is 

anticipated to improve predictive accuracy towards a general 

solution for predictive maintenance in machinery systems. 

3. PROPOSED METHODOLOGY

This research introduces a structured methodology to 

improve the precision of RUL prediction by integrating early 

fault detection with the capabilities of deep learning models. 

As presented in Figure 1, the proposed framework for the 

estimation of RUL is observed to be multi-step and 

encompasses feature extraction, feature selection, clustering 

for the recognition of fault patterns, and finally, fault 

precognition-enabled RUL estimation using deep learning 

models. 

Figure 1. Proposed methodology 

3.1 Dataset description 

The Pronostia bearing dataset [32], a recognized standard 

for predictive maintenance and RUL estimate tasks, is used in 

the study. The data collection is derived from accelerometer 

vibration data recordings that track deterioration over time as 

operating conditions for bearings change. Two axes (X and Y) 

of data were obtained by the accelerometer sensors, which 

produced characteristic vibration signatures that are crucial for 

bearing health. A complete dataset for testing fault detection 

and RUL prediction algorithms is provided by the inclusion of 

many bearings that worsen with time. 
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3.2 Feature extraction 

Initial steps are feature extraction in the time domain from 

the vibration data collected by both the X and Y axis 

accelerometers. The computed features were RMS, peak 

amplitude, and kurtosis, as they are adequate for showing the 

trend of wear and degradation under variable functioning 

environments [33]. These features represent the underlying 

behavior of the data necessary for the detection of changes 

indicating early faults [34]. 

3.3 Feature ranking and selection 

After extraction, a feature ranking and selection approach 

was applied using regression-based techniques (linear 

regressor [35], mutual information regressor [36], and random 

forest regressor [37]). This produced feature rankings that 

emphasized features highly relevant to degradation patterns, 

thus optimizing the input data and reducing computational 

complexity. For each sensor axis, a cumulative list of five top-

ranked features were selected, ensuring that only the most 

informative features contributed to the subsequent clustering. 

Figure 2 illustrates the different feature ranking feature 

selection methods used in this study. 

3.4 Clustering for fault pattern identification 

K-means clustering with the Silhouette Coefficient was

employed on the selected time-domain features to identify 

distinct fault patterns [38]. Clustering helped group the data 

into normal and fault-prone clusters, with the optimal number 

of clusters determined by maximizing the Silhouette 

Coefficient [39]. The Silhouette Coefficient is the measure of 

the quality of clustering, measuring how similar points are in 

a cluster compared to those in other clusters. It is defined as: 

𝑆 =
𝑏 − 𝑎

max⁡(𝑎, 𝑏)
(1) 

where, 𝑎  is the average intra-cluster distance, that is, the 

distance between a point and other points in the same cluster, 

and 𝑏 is the average inter-cluster distance, that is, the distance 

between a point and points in the nearest cluster. 

The coefficient ranges from -1 to 1, where values close to 1 

indicate well-separated, tight clusters and values near 0 or 

negative values indicate overlapping clusters or poor 

separation between clusters. 

To find the optimal number of clusters, the Silhouette 

Coefficient was computed for all different cluster numbers, 

and the configuration with the highest average coefficient is 

chosen. This ensures the meaningful grouping of data by this 

clustering algorithm, separating faulty patterns from normal 

operation significantly. Thresholds for anomaly detection 

within each cluster were defined based on these clustering 

results, which segregated data points into normal and faulty 

categories, forming the basis for supervised anomaly detection 

in the next step [40]. Figure 3 represents the K-means 

clustering technique with the Silhouette Coefficient approach 

used in this work. 

3.5 Anomaly detection using autoencoder-LSTM 

An Autoencoder-LSTM model was applied to normal and 

fault-prone clusters identified in the previous step. The 

Autoencoder-LSTM framework allowed the model to learn 

normal operational patterns and detect anomalies by 

evaluating reconstruction loss [41]. The loss values from a 

validation dataset with only normal operational data were used 

to set the reconstruction loss thresholds. A statistical boundary, 

such as the 95th percentile of the loss distribution, was defined 

to separate normal behaviour from anomalies. Data points 

exceeding this threshold were identified as fault-onset events. 

This ensures that any deviations will be caught early on and 

therefore allows the degradation-relevant data to be segmented 

for use in RUL prediction models [42]. 

(a) 

(b) 

(c) 

Figure 2. Feature ranking and selection (a) Linear regressor 

(b) Mutual Info regressor (c) Random forest regressor
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(a) 

(b) 

(c) 

Figure 3. K-means clustering (a) Sihoutte Coefficient 

Score=2 for cluster formation (b) Cluster 1 (c) Cluster 2 

3.6 RUL prediction 

To estimate RUL, the dataset was segmented at the 

timestamp of the first detected anomaly, isolating degradation 

data. These data were fed into various LSTM-based models, 

such as Vanilla LSTM, BiLSTM, CNN-LSTM, and others, to 

predict RUL. The performance of the mentioned models was 

monitored through Mean Squared Error (MSE) and R2 scores 

[43]. Lower MSE error values and R2 scores closer to 1 denote 

higher accuracy of prediction [44]. Using fault pre-recognized 

data improved the performance of these models, thus showing 

the potential of the framework in giving high accuracy 

estimates for the RUL [45]. The mathematical equations for 

MSE and R2 scores are as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

(2) 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

(3) 

where, 

𝑦𝑖 : The actual value of the dependent variable for the ith

data point. 

�̂�𝑖: The forecasted value of the response variable for the i-th

observation. 

�̅�: The mean of the original values. 

4. RESULTS AND DISCUSSION

In this section, the results of the proposed framework are 

presented and interpreted, with a focus on the effectiveness of 

fault precognition using the Autoencoder-LSTM model and 

the accuracy of RUL estimation using different LSTM variants. 

The results reveal the capacity of the framework to 

appropriately detect faults and improve RUL predictions 

through structured early fault detection methodology. 

4.1 Deep learning empowered fault precognition 

The Autoencoder-LSTM proved to be highly effective in 

fault precognition based on reconstruction loss thresholds, 

which were then used for early detection of failure-related 

behaviors diverging from normal operation. When applied to 

the clusters formed using K-means, this model identified 

subtle shifts in the vibration data with fault-onset well before 

failure. For instance, as presented in Figure 4, with the use of 

a reconstruction loss threshold of 0.5, the model in bearing 1 

of the Pronostia dataset was able to detect the initial deviation 

which was validated as an early fault indicator. The capability 

of precognition of this fault was consistently observed over 

other bearings as well. Determining these early fault 

occurrences, the framework managed to design a strong basis 

for early RUL estimation, thus enhancing the process of 

predictive maintenance and intervention. 

(a) 

(b) 
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(c) 

Figure 4. Fault precognition (a) AE-LSTM reconstruction 

threshold (b) Anomaly detection (c) Fault timestamp 

precognition 

4.2 RUL estimation using LSTM models 

Following fault precognition, RUL estimation was 

conducted using a variety of LSTM-based models, including 

Vanilla LSTM, BiLSTM, CNN-LSTM, Stack LSTM, Conv-

LSTM, Autoencoder-LSTM, and Encoder-Decoder LSTM. 

The models were evaluated using Mean Squared Error (MSE) 

and R2 scores to assess their predictive accuracy. Figure 5 

depicts the RUL estimation results of each LSTM variants for 

Pronostia bearing 1_1. Similar predictive capabilities were 

observed for rest of the bearings. 

4.3 Results and discussion 

Table 1 compares LSTM models for predicting the RUL of 

Pronostia bearings. The performance analysis across seven 

bearings indicates that AE-LSTM and Encoder-Decoder Lstm 

have provided the best results with regards to achieving low 

MSE along with high R² scores throughout.AE-LSTM 

performed exceptionally with the lowest MSE values for 

bearings like 1 and 2, though its R² scores varied slightly. 

Encoder-Decoder LSTM also excelled, especially for bearings 

4 and 5, where it managed longer sequence dependencies well. 

Stack LSTM and CNN_1D LSTM models displayed moderate 

accuracy, with notable R² performance in bearings like 6, 

showcasing their depth and feature extraction strengths. Conv 

LSTM achieved high R² for some bearings but with variable 

MSE, suggesting inconsistency in prediction. Meanwhile, 

Vanilla LSTM and Bi-LSTM provided competitive baseline 

results with reliable R2 scores on bearings 1 and 2. 

Table 2 presents the analysis of the model complexities of 

the LSTM variants. Model complexity is assessed by 

evaluating the number of parameters (weights and biases), the 

number of layers, and the units/neurons in each layer. 

Additionally, metrics like model size and GFLOPs are used to 

gauge suitability for memory-constrained deployments and 

storage efficiency. It can be observed that Vanilla LSTM is the 

simplest model, efficient for basic sequential tasks. Bi-LSTM 

offered improved performance over Vanilla LSTM for 

bidirectional dependencies with moderate complexity. 

Stacked LSTM added complexity and depth, capturing more 

intricate dependencies in data. CNN-LSTM, though 

computationally intensive due to convolutional layers, was 

suitable for feature-rich sequential data. Conv-LSTM provides 

a balance between complexity and efficiency for 

spatiotemporal data. Encoder-Decoder LSTM excelled in 

handling sequential patterns with higher parameter 

requirements. AE-LSTM handled noise and feature learning 

effectively at higher computational costs. 

In summary, AE-LSTM and Encoder-Decoder LSTM 

proved to be more accurate. Then comes Stack LSTM and 

CNN_1D LSTM, which both boast balanced accuracy with 

computational efficiency. 

The proposed framework offers several advantages for real-

world predictive maintenance, such as early fault detection, 

accurate RUL prediction, and reduced unplanned downtime. 

Its modular design ensures scalability across various 

machinery, while real-time monitoring enables prompt 

decision-making in critical industries like aerospace and 

automotive.  

Figure 5. RUL prediction of bearing using LSTM models 

Table 1. Comparative analysis of LSTM models 

Bearing 

Number 

Performance 

Metrics 

Vanilla_ 

LSTM 
Bi_LSTM Stack_LSTM 

CNN_1D_ 

LSTM 
Conv_LSTM AE_LSTM 

Encoder_ 

Decoder_ 

LSTM 

Bearing 1 
MSE 0.00141 0.001386 0.001425 0.001373 0.001394 0.000723 0.0012 

R2 score 0.978 0.986 0.941 0.957 0.963 0.912 0.976 

Bearing 2 
MSE 0.001332 0.001723 0.002032 0.001804 0.002336 0.000463 0.000272 

R2 score 0.976 0.981 0.957 0.978 0.973 0.903 0.97 

Bearing 3 
MSE 0.00105 0.00041 0.00052 0.00099 0.00705 0.00605 0.00455 

R2 score 0.978 0.978 0.94 0.968 0.979 0.9 0.974 

Bearing 4 
MSE 0.00021 0.00017 0.0005 0.00037 0.00021 0.0003 0.000078 

R2 score 0.978 0.98 0.907 0.975 0.956 0.906 0.965 

Bearing 5 
MSE 0.00305 0.00329 0.00301 0.0045 0.0051 0.0041 0.00087 

R2 score 0.955 0.975 0.905 0.975 0.951 0.938 0.926 

Bearing 6 
MSE 0.01171 0.01414 0.01037 0.01631 0.02408 0.01531 0.00764 

R2 score 0.973 0.975 0.981 0.989 0.992 0.933 0.971 

Bearing 7 
MSE 0.0026 0.00408 0.00236 0.00366 0.00525 0.07894 0.00561 

R2 score 0.977 0.977 0.962 0.969 0.996 0.934 0.972 
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Table 2. Model complexity analysis of LSTM variants 

Model 

Parameters 
Vanilla_LSTM Bi_LSTM Stack_LSTM CNN_1D_LSTM Conv_LSTM AE_LSTM 

Encoder_Decoder

_LSTM 

Total Parameters 23,456 24,501 35,421 74,379 73,025 78,932 5,02,601 

Number of 

Layers 

2 (One LSTM, 

one Dense) 

2 (One Bi-

LSTM, one 

Dense) 

3 (Two 

LSTM, one 

Dense) 

5 (Conv1D, 

MaxPooling1D, 

Flatten, LSTM, 

Dense) 

3 

(ConvLSTM2D, 

Flatten, Dense) 

4 (Encoder, 

Decoder, 

LSTM, Dense) 

5 (LSTM, 

RepeatVector, 

LSTM, 

TimeDistributed 

Dense) 

Number of Units 
50 in LSTM, 1 in 

Dense 

100 in Bi-LSTM 

(50 in each 

direction), 1 in 

Dense 

64 in each 

LSTM, 1 in 

Dense 

64 filters in 

Conv1D, 50 in 

LSTM, 1 in Dense 

64 filters in 

ConvLSTM2D, 1 

in Dense 

128 in Encoder 

& Decoder, 1 in 

Dense 

200 in LSTM, 100 

in TimeDistributed 

Dense, 1 in last 

Dense 

Model Size (MB) 0.0875 0.09358 0.145 0.2855 0.1477 0.341 1.942 

GigaFLOPS 0.325 0.3967 0.721 5.39 0.7947 1.87 0.92 

5. CONCLUSION

This paper proposes a fault precognition framework that 

combines deep learning models with clustering techniques to 

improve fault detection and RUL prediction in bearing 

systems. The research is aligned with the advancement of 

predictive maintenance strategies by filling some of the crucial 

gaps in early fault identification and degradation modelling. 

Key contributions and findings are summarized as follows: 

• Early Fault Detection: Reconstruction loss thresholds

were used to detect fault-onset events, allowing proactive

maintenance actions before significant degradation.

• Optimal Clustering: The Silhouette Coefficient was

utilized to ensure optimal clustering of operational data

into fault-prone and normal categories, thereby

improving the accuracy of subsequent RUL predictions.

• Performance Insights: Comparative analysis of various

LSTM variants shows the better performance of the AE-

LSTM model, as its fault detection and RUL estimation

capabilities are more advanced, and it captures spatial as

well as temporal dependencies.

Future work can further enhance the robustness of the 

framework by including additional sensor data, such as 

temperature and pressure, and validating its performance 

under complex, noisy industrial environments. Such 

advancements will ensure increased applicability and 

reliability across real-world scenarios, enhancing machinery 

health monitoring and operational efficiency. 
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