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This paper focused on the position and speed control of Permanent Magnet DC (PMDC) 

motor based on Proportional-Integral-Derivative (PID) controller. The mathematical 

model of PMDC motor is presented with aid of Matlab /Simulink which shows the main 

equations of these motors. The optimum values of PID parameters are evaluated according 

to three different optimization algorithms: Ant Colony Optimization (ACO) which is based 

on cooperative behavior of real ant colonies, Grey Wolf Optimization (GWO) is a nature-

inspired meta-heuristic algorithm inspired by the social hierarchy and hunting behavior of 

grey wolves, and Flower Pollination Algorithm (FPA) is an algorithm inspired by the 

process of flower pollination. Position and speed of PMDC motor are investigated under 

different conditions of operation. According to the simulation results, employing 

optimization techniques improves the performance of conventional PID controllers to 

provide a better response for the motor. Finally, the results of the comparison in terms of 

speed and position of the motor show that the use of algorithms in the PID controller will 

improve the behavior (overshoot and settling time) of the motor significantly compared 

with the conventional PID controller at different loading conditions. The oscillations will 

be reduced effectively and clearly with optimum values of error.  
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1. INTRODUCTION

Permanent Magnet DC motors (PMDC), that are typical, 

fundamental forms of DC motors, are frequently utilized, 

despite the widespread usage of Brushless DC motors (BLDC) 

in numerous fields. PMDC motor is one of the prime movers 

that is currently employed the most in industry. There are 

numerous applications for PMDC motors, including electric 

tracking systems, robotic manipulators, electric vehicles, and 

textile mills including weaving and spinning [1-4]. 

PMDC motor performance can be improved by adjusting 

position and/or speed control. Due to their ease of use and 

reliable performance, a lot of systems employ proportional 

integral derivative (PID) controllers. Thus, modifying the PID 

parameters has long been a prominent research area [5, 6]. 

Furthermore, PID controller constants can be modified using 

optimization or computational methods. 

For PMDC motors, different techniques have recently been 

widely suggested. Researchers presented a comparison of the 

PID controller tuned using two distinct methods in 2011: 

Particle Swarm Optimization (PSO) and Genetic Algorithm 

(GA). The work of both controllers gave a description of the 

main characteristics of each one [7]. 

The study [8] created a PID controller (self-tuning) in 2013 

to manage the speed of PMDC motors. The variables were 

adjusted to satisfy the specifications that were examined using 

the experimental results. The study [9] were given the 

following comparison of various approaches: cascade PI(D) 

controller parameters are adjusted using the Classical Method 

(CM), Bacterial Foraging Algorithm (BFA), and Genetic 

Algorithm (GA). The PMDC motor's speed was controlled, 

and its performance and stability were enhanced using PI and 

Fuzzy Logic (FL) controllers [10]. 

PI and PID controllers in single and cascade configurations 

were developed to construct a dependable controller with high 

disturbance rejection [11]. Standard PSO, dynamic PSO with 

constant and variable inertia weight algorithms, Artificial Bee 

Colonies (ABC), and Ant Colony Optimization (ACO) 

algorithms were all the subject of research in 2017. These 

methods can be used to estimate a PMDC motor variables in 

conjunction with experimental tests [12]. 

To manage the speed of the PMDC while taking into 

account the non-linear behavior of armature resistance, a 

fractional order PID (FOPID) controller is proposed in place 

of an integer-order PID controller. Both the two controllers are 

simulated, and their responses are examined under various 

operating situations [13]. 

In 2021, the PID gains for the cascade controller of a PMDC 

motor were extracted using two optimization techniques: PSO 

and Butterfly Optimization Algorithm (BOA) [14]. The 

efficacy of improving a controller architecture for a PMDC 

motor will be examined in 2022. The PID controller controls 

the PMDC motor speed using two distinct neural network-

based methods [15]. In 2024, researchers [16] introduced a 
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nonlinear PI controller for improved speed regulation in 

PMDC motor drive systems. 

In this paper, PID controllers of PMDC motor speed and 

position are tuned with aid of (Ant Colony Optimization 

(ACO), Grey Wolf Optimization (GWO), and Flower 

Pollination Algorithm (FPA)). PMDC motor is tested under 

different conditions of operation. Where the addition of these 

algorithms in PID controllers give effectiveness method to 

improve the motor performance under different work 

conditions. 

2. METHODOLOGY

2.1 Dynamic model of PMDC motor 

Figure 1 displays a schematic diagram of PMDC motor. 

This motor differs from conventional DC motors in that it 

without field circuit, and instead the permanent magnet is used 

to produce a field flux. 

Figure 1. Schematic diagram of PMDC motor 

The following equations give the dynamic model of the 

PMDC motor [7, 8, 12, 17, 18]: 

𝑉𝑎(𝑡) = 𝑅𝑎𝑖𝑎(𝑡) + 𝐿𝑎

𝑑𝑖𝑎(𝑡)

𝑑𝑡
+ 𝐸𝑏 (1) 

𝐸𝑏 = 𝑘𝑣𝜔(𝑡) (2) 

𝑇𝑒 = 𝐽
𝑑𝜔(𝑡)

𝑑𝑡
+ 𝐵𝜔(𝑡) + 𝑇𝐿 (3) 

𝑇𝑒 = 𝑘𝑡𝑖𝑎(𝑡) (4) 

𝜔(𝑡) =
𝑑𝜃(𝑡)

𝑑𝑡
(5) 

where, 𝑉𝑎  and 𝑖𝑎 , respectively, are the armature voltage and

current, 𝐸𝑏  is the back e.m.f., 𝑇𝑒 is the electromagnetic torque,

𝑇𝐿  is the load torque, 𝜔 is the motor angular speed, 𝜃 is the

motor angular position, 𝐽  is the rotor's inertia and the 

equivalent mechanical load, 𝐵  is the motor's mechanical 

rotational system's damping coefficient, 𝑘𝑣 stands for velocity

constant, and 𝑘𝑡 is the torque constant.

The following differential equations can be formed by 

rearranging Eqs. (1)-(4): 

dia(t)

dt
=

Va(t)

La

−
Ra

La

ia(t) −
kv

La

ω(t) (6) 

dω(t)

dt
=

kt

J
ia(t) −

B

J
ω(t) −

1

J
TL (7) 

By taking Laplace transform of (6) and (7), the armature 

current and angular speed equations are expressed as: 

𝐼𝑎(𝑠) =
1

(𝐿𝑎𝑠 + 𝑅𝑎)
[𝑉𝑎(𝑠) − 𝑘𝑣𝛺(𝑠)] (8) 

𝛺(𝑠) =
1

(𝐽𝑠 + 𝐵)
[𝑘𝑡𝐼𝑎(𝑠) − 𝑇𝐿(𝑠)] (9) 

Also, equation of the angular position in Laplace transform 

is written as: 

𝛩(𝑠) =
𝛺(𝑠)

𝑠
(10) 

According to the above equations, Figure 2 displays the 

PMDC motor's block diagram. 

Figure 2. PMDC motor block diagram 

2.2 PID controller 

A conventional PID can be considered as a foundation stone 

algorithm in the theory of control. Many systems use this 

control algorithm because it is smooth and precise. Different 

constant parameters employed in the PID controller approach 

include proportional, integral, and derivative values. Trial and 

error are one of the methods for adjusting these values. The 

control decision of the regulation is set mathematically 

according to [8, 19, 20]:  

𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫𝑒(𝑡)𝑑𝑡 + 𝐾𝐷

𝑑𝑒(𝑡)

𝑑𝑡
(11) 

where, 𝐾𝑃  is the proportional constant, 𝐾𝐼  represents the

integral constant, 𝐾𝐷 indicates the derivative constant, 𝑢(𝑡) is

the output waveform, and 𝑒(𝑡) is the error waveform. 

2.3 Ant Colony Optimization (ACO) 

ACO algorithm is a meta-heuristic computer optimization 

methodology that utilizes the nature-derived optimization 

approach. Marco Dorigo has proposed ACO method which 

was developed with the use of ants as inspiration in order to 

find the best route between food and the nest. When ants are 

looking for food, they first randomly investigate the area 

around their colony. The ants move across the ground and 

leave a chemical pheromone trail. For pheromone quantity, 

two main conditions must be satisfied: a path length and 

discovered food source quality [12, 21-24]. 

ACO algorithm can be summarized as: 

1) Initialization: All ACO algorithm parameters are

initialized such as 𝑛: nodes number, 𝑚: ants number, 𝑡𝑚𝑎𝑥 :

maximum iteration, 𝑑𝑚𝑎𝑥 : maximum distance for each ant's

tour,  : pheromone decay parameter (0<<1),  : relative 

importance of pheromone versus distance (>1),  : 

heuristically defined coefficient (0<<1), 𝑞𝑎 : algorithm
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parameter, and 𝜏0: a level of initial pheromone. 

A maximum distance for each ant's tour dmax is given as [25]: 

 

𝑑𝑚𝑎𝑥 = 𝑚𝑎𝑥 [∑ 𝑑𝑖

𝑛−1

𝑖=1

] (12) 

 

𝑑𝑖 = |𝑟 − 𝑚𝑎𝑥⁡(𝑢)| (13) 

 

where, 𝑑𝑖 is the separate distance between two nodes, 𝑟 is the 

current node, and 𝑢 is the unvisited node. 

2) Generate first position randomly according to uniform 

distribution. 

3) The probability of an ant (k) at node (i) selecting the next 

node (j) is given by: 

 

𝑝𝑖𝑗
𝑘 (𝑡) =

[𝜏𝑖𝑗(𝑡)]
𝛼
[𝜂𝑖𝑗(𝑡)]

𝛽

∑ [𝜏𝑖𝑗(𝑡)]
𝛼
[𝜂𝑖𝑗(𝑡)]

𝛽

𝑖𝑗𝜖𝑇𝑘

; ⁡⁡⁡⁡⁡⁡⁡𝑖𝑗ϵ𝑇𝑘 (14) 

 

where, 𝜏𝑖𝑗 is the trial of pheromone deposited by ant k between 

node i and j, (𝜂𝑖𝑗 = 1/𝑑𝑖𝑗) is the visibility, and 𝑇𝑘 is the route 

implemented by the ant k at a known time. 

4) Local pheromone updating: which is not similar for all 

ants since every ant follows a different path. Each ant's original 

pheromone is locally updated as: 

 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌)𝜏𝑖𝑗(𝑡) + 𝜌𝜏0 (15) 

 

5) When the strongest pheromone draws ants along the 

shortest path, the aim function is most effectively carried out. 

6) The following formulae can be used to update global 

pheromone: 

 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝛼)𝜏𝑖𝑗(𝑡) + 𝛼𝛥𝜏𝑖𝑗(𝑡) (16) 

 

7) The best outcome is attained when every ant takes the 

same best course. If not, the procedure goes on until the 

iteration's conclusion. 

 

2.4 Grey Wolf Optimization (GWO) 

 

The GWO technique, a meta-heuristic algorithm, was 

introduced [26-28] and mimics grey wolves' social behavior. 

Between 5 and 12 wolves make up the group that lives together. 

This group follows the rigid dominance hierarchy, with a 

leader  and supporting member  who assist the leader in 

making decisions. δ and ω are the rest members of the group 

as shown in Figure 3. 

 

 
 

Figure 3. Social hierarchy of GWO 

 

Additionally, the primary activity for all of the wolves is 

hunting for prey by searching for it and attacking it. Firstly, 

the wolves will surround their victim before attacking it. The 

equations below show the mathematical model of the prey 

being encircled [28-30]: 

 

�⃗⃗� = |𝐶 . 𝑋 𝑝(𝑡) − 𝑋 (𝑡)| (17) 

 

𝑋 (𝑡 + 1) = 𝑋 𝑝(𝑡) − 𝐴 . �⃗⃗�  (18) 

 

where, �⃗⃗�  is the distance vector, 𝑋 𝑝(𝑡) stands the vector of the 

prey's position, 𝑋 (𝑡) is the wolf position vector, and t is the 

current iteration. 𝐴 , 𝐶  are coefficient vectors which can be 

determined as: 

 

𝐴 = 2𝑎 . 𝑟 1 − 𝑎  (19) 

 

𝐶 = 2. 𝑟 2 (20) 

 

where, 𝑟 1 and 𝑟 2 are the random vectors in the range [0,1]. As 

the number of iterations rises, the value of the constant a⃗  
decreases linearly from 2 to 0. 

In relation to location of its prey, the position of a grey wolf 

shifts. In this method, with the assistance of the three currently 

best-known solutions (α, β, δ), the optimal solution (prey) is 

discovered. The following equations are used in order to 

update their positions in the following iteration [28-30]: 

 

�⃗⃗� 𝛼 = |𝐶 1. 𝑋 𝛼 − 𝑋 |

�⃗⃗� 𝛽 = |𝐶 2. 𝑋 𝛽 − 𝑋 |

�⃗⃗� 𝛿 = |𝐶 3. 𝑋 𝛿 − 𝑋 |

⁡⁡⁡⁡⁡⁡⁡} (21) 

 

𝑋 1 = 𝑋 𝛼 − 𝐴 1. �⃗⃗� 𝛼

𝑋 2 = 𝑋 𝛽 − 𝐴 2. �⃗⃗� 𝛽

𝑋 3 = 𝑋 𝛿 − 𝐴 3. �⃗⃗� 𝛿

⁡⁡⁡⁡⁡⁡⁡} (22) 

 

𝑋 (𝑡 + 1) =
𝑋 1 + 𝑋 2 + 𝑋 3

3
 (23) 

 

In search of a more favorable target, other wolves will 

depart from the current prey when the value of 𝐴  is greater 

than 1 or less than -1, which enables the GWO algorithm's 

capacity to search globally. Furthermore, 𝐶  values are 

scattered at a random distributed between 0 and 2, allowing for 

easier exploration during the entire method [29, 30]. 

 

2.5 Flower Pollination Algorithm (FPA) 

 

It is thought that 80% of plants rely on flower pollination to 

carry pollen from a male flower to a female bloom in order to 

reproduce. Two types of pollination: biotic and abiotic. Only 

10% of pollination is carried out by wind and other natural 

forces, the other 90% taking place through insects and other 

animals. In biotic systems, pollination occurs either through 

self-pollination within a single flower or through cross-

pollination between two distinct flowers. Biotic and cross 

pollination occurs between flowers that are farther apart, 

which is an example of global optimization [31, 32].  

The idea of FPA can be described according to the 

following main principles [31, 32]: 

1) Global pollination is biotic and cross-pollination.  
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2) Local pollination is abiotic and self-pollination. 

3) Stability of the flower increases the likelihood of 

reproduction which may be developed in the way of 

pollinators such as birds, insects. It largely relies on how 

similar the two flowers used in the reproduction process are to 

one another. 

4) By altering probability values in the (0–1) range with a 

small preference for local pollination, it is possible to manage 

the transition between local and global pollination. 

In FPA algorithm, the answer 𝑋𝑖 is comparable to a flower 

and/or a pollen gamete. Pollinators transport flower pollens for 

global pollination. With Lévy flight, pollens are capable of 

traveling far. Therefore, the main principles 1 and 3 can be 

expressed as [31-34]: 

 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + 𝐿(𝑋𝑖
𝑡 − 𝑔∗) (24) 

 

where, 𝑋𝑖
𝑡  stands the solution vector 𝑋𝑖  at tth iteration, 𝑔∗ 

represents the current best solution in the iteration among the 

current options, and 𝐿  is the pollination strength, which is 

essentially a step size. 

Levy flight distribution is used to simulate how insects fly 

over large distances while taking into consideration the fact 

that they move with different distance steps. Utilizing the Levy 

distribution, L > 0 can be represented as [31-34]: 

 

𝐿 ≈
𝜆𝛤(𝜆) 𝑠𝑖𝑛 (

𝜋𝜆
2

)

𝜋

1

𝑠1+𝜆
,⁡⁡⁡(𝑠 ≫ 𝑠0 > 0) 

(25) 

 

where, 𝛤(𝜆) is the standard gamma function, and for big steps 

s > 0, this distribution is valid. 

For local pollination, main principles 2 and 3 are 

represented by the following [31-34]: 

 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + ϵ(𝑋𝑖
𝑡 − 𝑋𝑘

𝑡) (26) 

 

where, 𝑋𝑖 and 𝑋𝑘 are pollen grains from various blooms of the 

same type of plant, while ε represents a random walk in which 

the distribution is uniformed between 0 and 1. 

At the end, new solutions for all flowers are finding. If the 

new solutions are best, they are replaced in the population and 

the process is then repeated for every member of the 

population to identify the best current solution. 

 

 

3. RESULTS AND DESCUSSION  
 

Figure 4 displays the block diagram for the proposed PID 

controller-based PMDC motor control that is tuned using 

optimization techniques where the optimization algorithms 

will compute the optimum values of PID controllers. 

 

 

 
 

Figure 4. Block diagram of proposed control 

Table 1 contains a list of PMDC motor specifications, while 

Table 2 and Table 3 contain the values of optimized PID 

controllers’ constants. Also, the error values for different 

optimization algorithms are illustrated in these tables. Figure 

5 shows the final Simulink diagram for the proposed system 

where the error signal is considered as the input to the control 

unit (Matlab version 2022a is used with automatic solver 

selection and variable-step). 

 

Table 1. Specifications of PMDC motor [11] 

 
Motor Parameters Value 

Armature Resistance 0.5  

Armature Inductance 0.01 H 

Inertia 0.037 Kg.m2 

Damping Coefficient 0.01 Ns/rad./sec. 

Speed Constant 1.22 

Torque Constant 1.22 

 

Table 2. Controller parameters for speed 

 
Optimization 

Algorithm 
Kp Ki KD 

Error 

(ITAE) 

ACO 0.14 15 0.02 9.8209×10-5 

GWO 0.01 8.367 0.01 8.1073×10-5 

FPA 0.4524 24.2746 0.036 8.3482×10-5 

 

Table 3. Controller parameters for position 

 
Optimization 

Algorithm 
Kp Ki KD 

Error 

(ITAE) 

ACO 19 54.53 0.85 9.8423×10-5 

GWO 18 51 0.5 1.8288×10-5 

FPA 20.134 60 0.01 8.8253×10-5 

 

 
 

Figure 5. Simulink diagram of proposed system 

 

Figures 6-9 illustrate the position and speed responses for 

the motor at different kinds of optimization algorithms under 

no load and load conditions. From these figures, the motor has 

the capability to the fast response with the changing in 

reference speed or position at t=1 second and to the sudden 

change in loading at t=5 second. After applying the PID 

controller's optimal values in accordance with the three 

different optimization algorithms, the motor's performance is 

enhanced. 

To show the best operation of PMDC motor after applying 

the different optimization algorithm, armature current 

response is illustrated in Figures 10-12. It is clear that GWO 

gives the best performance as compared with ACO and FPA. 

Where the error value is minimum in the case of GWO as in 

Tables 2 and 3. The optimized parameters provide good 

performance in the presence of noise and disturbances as 

shown in Figures 6-9. Also, it can be used these algorithms in 
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practical cases by programming the control circuit of PMDC 

motor. 

Figure 6. Motor speed at no load 

Figure 7. Motor speed with load 

Figure 8. Motor position at no load 

Figure 9. Motor position with load 

Figure 10. Armature current for PID with ACO 

Figure 11. Armature current for PID with GWO 

Figure 12. Armature current for PID with FPA 

4. CONCLUSIONS

This paper illustrated a comparison of different optimization 

algorithms (ACO, GWO, and FPA) to adjust the PID 

controller's settings for the optimal position and speed 

responses from the PMDC motor. The simulation results show 

the effectiveness of these algorithms under different cases of 

PMDC motor conditions (no load, load, and desired references 

for speed and position). The results illustrated the GWO gives 

the best response with minimum error. It can be used these 

proposed algorithms in speed control of the other types of DC 

motors. In future works, the use of on-line algorithms can 

improve the performance of PMDC motor. 
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NOMENCLATURE 

B Damping coefficient, Ns/rad./sec. 

E Electromagnetic force, V 

i Current, A 

j Inertia, Kg.m2 

K Constant 

L Inductance, H 

R Resistance,  

T Torque, N.m. 

V Voltage, V 

Greek symbols 

 Position, rad. 

 Speed, rad./sec. 

Subscripts 

a armature 

b back 

D derivative 

e electromanetic 

I integral 

L load 

P proportional 

t torque 

v velocity 
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