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In the digital era, social media has become essential to users’ daily lives, providing 

platforms such as Facebook, Twitter, Instagram, and others with unprecedented 

opportunities for interaction and information exchange. However, these platforms expose 

users to many security threats, such as identity theft, phishing, data breaches, and 

unauthorized access to personal accounts. This study systematically reviews social media 

security threats and highlights AI-based solutions to mitigate these risks. After conducting 

extensive research in scientific databases such as (Institute of Electrical and Electronics 

Engineers) Explore, (Association for Computing Machinery) Digital Library, Science 

Direct, and others, more than 1000 relevant research papers were found. After applying 

specific filtering criteria, the number of studies was reduced to 160 and then to 42 papers 

analyzed in depth. The research uses AI approaches, including machine learning, deep 

learning, natural language, etc., to detect anomalous behaviors and malicious intent in 

social media interactions. The findings provide a broad overview of the different research 

areas and their interrelationships. It also highlights areas that may benefit from increased 

research attention to enhance the security of this platform. The research found that early 

detection conserves and adds security benefits, and AI was important for this effort—

phishing, data breaches, etc. The current study laid the foundation for future related 

studies focusing on security models and how they can be improved, emphasizing the need 

to strike a balance between protecting privacy and ensuring security. 
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1. INTRODUCTION

Facebook, Twitter, Instagram, and others are examples of 

these instruments that have become necessary for social and 

professional communication in the digital era. While these 

platforms offer a chance for global communication and 

spreading information on a scale never before seen, they also 

pose massive security risks. These are sly and malicious 

cybercriminals that use the weak points of these platforms to 

have their wicked ways, essentially targeting personal data, 

including but not limited to identity theft and phishing attacks, 

amongst other net malpractices [1, 2]. 

Several studies indicate that social media platforms are 

fertile environments for security threats like malware, 

unauthorized account hacking, and data breaches. These 

threats require a deep understanding and careful analysis, as 

they are constantly evolving as the platforms themselves 

evolve. Recent research papers have demonstrated the 

importance and role of artificial intelligence in detecting and 

addressing these threats through technologies such as machine 

learning, deep learning, and natural language processing. 

These technologies enable the detection of suspicious methods 

and malicious intentions from user interactions [3, 4].  

Artificial intelligence and its technologies provide great 

potential in detecting security threats in social media 

programs. However, the integration of these technologies with 

each other faces many challenges. With the spread and 

expansion of these platforms (social media platforms), it has 

become necessary for information security specialists to keep 

pace with this development and these new threats. On the other 

hand, monitoring users using artificial intelligence and its 

technologies raises many concerns, especially about the 

privacy of user information [5]. Therefore, it has become 

necessary to balance strengthening and enhancing security 

measures and protecting users' privacy [6]. 

Events support the above concerns, such as the Cambridge 

Analytica scandal, in which information from millions of 

Facebook users was exploited without the users' knowledge. 

Due to such scandals, it is necessary to shed light on data 

protection mechanisms and develop protection methods 

considering users' privacy [7]. 

In this research, we seek to analyze the methods used to 

understand the state of social media security by reviewing and 

reviewing studies that have addressed the topics of data 

security for social media, as well as providing solutions based 

on artificial intelligence to address such threats. Specifically, 

this study addresses the following research questions: 

•What are the key security threats in social media
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environments, and how can AI techniques mitigate these 

threats? 

•What mechanisms and methodologies are employed to 

enhance social media security using AI? 

•How effective are current AI-based methods in addressing 

large-scale security challenges in social media? 

•What gaps exist in the application of AI to social media 

security, and what future directions should research take? 

By systematically exploring these questions, the study aims 

to contribute to developing comprehensive and adaptive 

security frameworks that leverage AI technologies. 

 

1.1 Search string map 

 

1.1.1 Identifying keywords 

It is very important to identify keywords relevant to the 

topic's core to conduct an effective and comprehensive review. 

By searching with these keywords, our research strategy will 

be guided to identify the most relevant sources. Here are some 

of the keywords we used to support our research: 

 

1.1.2 Search string 

It is self-evident that when searching for the titles of studies 

related to our topic, it is necessary to find a series of keywords 

to complete the search. Formulating the keywords is very 

important to obtain good results. Combining these search 

phrases will help create an effective search series that can 

provide useful and comprehensive research results [8, 9]. 

("Social media security" OR "Online platform security" OR 

"Social networks security") AND ("AI techniques" OR "Deep 

learning" OR "Machine learning") AND ("Threat analysis" 

OR "Threat detection" OR "Cyber threat assessment") AND 

("Data protection" OR "Privacy in social networks" OR 

"Information security") 

("Cybersecurity in social media" OR "Threat mitigation in 

online platforms") AND ("Artificial intelligence solutions" 

OR "Neural networks applications") AND ("Vulnerability 

management" OR "Big data handling") 

("Identity theft prevention" AND "Phishing detection") 

AND ("Deep learning models" OR "Anomaly detection 

systems") AND ("User privacy protection" AND "Risk 

management strategies") 

This search string can be applied across various academic 

databases and search engines to locate studies that align with 

the research objectives. 

Figure 1 highlights the main steps of our systematic 

mapping process to identify studies closely related to our 

research area. 

 

 
 

Figure 1. The main steps of the systematic mapping study 

 

 

2. LITERATURE REVIEW 

 

2.1 Database search methodology 

 

Various databases offer valuable information for analysis in 

the research domain, and these can be categorized based on the 

search methods used: automated and manual searches. 

Researchers typically utilize well-known databases such as the 

ACM Digital Library, IEEE Xplore Digital Library, 

ScienceDirect, SCOPUS, and Engineering Village [10]. 

Additionally, resources like DBLP, academic journals, and 

conference proceedings also contribute significantly to the 

research landscape [11, 12]. 

Scope definition: The scope was defined by identifying key 

research questions and selecting relevant databases (e.g., IEEE 

Xplore, ACM Digital Library, ScienceDirect) for literature 

retrieval [13-15]. 

Keyword and search string development: Optimized 

search strings were formulated to ensure comprehensive 

coverage of relevant literature. These strings incorporated 

specific terms related to social media security, AI techniques, 

and threat analysis [16]. 

Paper collection and filtering: Over 1000 papers were 

initially retrieved from the databases. A multi-stage filtering 

process was applied. 

Data extraction and classification: Extracted data 

included publication details, methodologies, AI techniques, 

and outcomes [17, 18]. Classification schemes were applied to 

group studies into categories such as research types (e.g., 

evaluation research, solution proposals) and application areas 

(e.g., threat detection, data protection) [19-21]. 

 

 
 

Figure 2. Distribution of papers from sources 

 

Data analysis: Trends and patterns in the literature were 

analyzed to identify gaps and opportunities. Visual tools like 

charts and diagrams were used to illustrate relationships 
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between research domains and methodologies [22-25]. 

In our study, we conducted a systematic search using these 

databases. Figure 2 summarizes the distribution of research 

papers obtained from these sources. This distribution 

illustrates the prevalence of research on threat detection in 

social media across different databases, as shown in Table 1. 

 

Table 1. Publication venues 

 

Database Number of Papers 

IEEE 10 

ACM 4 

DBLP 1 

SCOPUS 17 

Engineering Village (EV) 1 

Science Direct (SD) 10 

 

2.2 Screening of papers 

 

Screening papers is essential to ensure the inclusion of only 

the most relevant and high-quality studies in this research. 

This involves applying two key criteria to evaluate and select 

studies based on the research questions formulated for this 

study. The criteria for paper selection are outlined. 

 

2.3 Inclusion criteria 

 

Relevance to research questions: Papers must address 

issues related to security threats, threat detection, or data 

protection within social media environments [26, 27]. 

Application of AI techniques: Studies should use 

advanced AI techniques, such as deep learning, machine 

learning, or natural language processing, to address and 

analyze social media security concerns [28-30]. 

Comprehensive coverage: Selected research papers should 

provide valuable theoretical or applied insights that clearly and 

directly advance the study objectives [31]. 

 

2.4 Exclusion criteria 

 

Irrelevance: Excluded sources that do not directly address 

social media or those that do not address the specific research 

questions in the study [32]. 

Lack of AI technologies: All studies that do not use or 

discuss relevant AI technologies within the SSA were 

excluded [33]. 

Language and completeness: Documents that will not be 

published in English, are not yet complete, or are only 

available in abstract form will be excluded [34]. 

Quality of insight: Posts that do not reach important 

insights or new findings relevant to the field will be excluded. 

 

2.5 Analyzing research through various perspectives 

 

A particular topic often requires a lot of multiple aspects. 

This helps to provide a more diverse view of the available 

literature. In this study, we will explore the main theme, the 

purpose of providing meals, and multiple aspects of the 

research findings [35-40]: 

 

2.5.1 Distribution of primary studies by year 

Table 2 shows the history of research over the years through 

the following number of studies published each year.  

 

Figure 3 distinguishes between research papers using 

different colors, which helps to identify landmarks and 

changes in research focus. This graph provides important 

insights into the field and the current state of research. Its 

contribution to studies can be followed in detail year by year. 
 

Table 2. Distributed the research by years 
 

Publication Year Number of Papers 

2017 1 

2018 6 

2019 5 

2020 3 

2021 4 

2023 14 

2024 9 

 

 
 

Figure 3. Distribution of research over the years 
 

2.5.2 Venue chart 

As shown in Table 3, the venue chart, illustrated in Figure 

4, categorizes papers based on where the researches were 

published, such as conferences, workshops, and journals. It 

provides a breakdown of publication venues, including the 

number of papers, publication years, and the length of the 

papers (short or full) [41-45]. This chart assists in 

understanding the distribution of research output across 

different platforms and identifies which venues are most 

prominent in advancing the field. Figure 4 provides a 

comprehensive view of the publication venues. 
 

Table 3. Distribution of papers per venue 
 

Category Number of Papers 

Conferences 11 

Journals 28 

Workshop 3 

 

 
 

Figure 4. Publication venues 
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3. CLASSIFICATION SCHEMES FOR DATA 

EXTRACTION 

 

-Extracted data included publication details, methodologies, 

AI techniques, and outcomes. 

-Classification schemes were applied to group studies into 

categories: research types (e.g., evaluation research, solution 

proposals) and application areas (e.g., threat detection, data 

protection). 

Transparency in data extraction: 

-A standardized template was used for data extraction, 

ensuring consistency across all studies. 

-Two researchers reviewed Each study independently to 

minimize bias and ensure accurate categorization. 

We utilize three classification schemes to systematically 

analyze and extract data relevant to security threats in social 

media environments [46-48]. As shown in Table 4, each 

scheme provides a distinct perspective on the research data. 

 

Table 4. Research types 

 
Category Number of Papers 

Evaluation Research 12 

Validation Research 5 

Philosophical Papers 5 

Solution Proposals 14 

Experience Papers 3 

Opinion Papers 3 

 

3.1 Facet 1: Types of research 

 

This facet categorizes the research papers into distinct 

classes based on their nature and focus: 

• Evaluation Research 

• Validation Research 

• Philosophical Papers 

• Solution Proposals 

• Experience Papers 

• Opinion Papers 

Figure 5 provides a detailed visualization of the research 

types. 

 

 
 

Figure 5. Types of research 

 

3.2 Facet 2: Applications and AI techniques 

 

This classification focuses on different AI techniques used 

to address security threats in social media, as illustrated in 

Table 5. 

• Deep Learning Models 

• Machine Learning Algorithms 

• Anomaly Detection Systems 

• Natural Language Processing (NLP) 

• Risk Management Strategies 

Figure 6 provides insights into how these AI techniques are 

applied to enhance social media security. 

 

Table 5. Techniques of papers 

 

Technique Number of Papers 

Deep Learning Models 7 

Machine Learning Algorithms 9 

Anomaly Detection Systems 8 

Natural Language Processing (NLP) 6 

Risk Management Strategies 12 

 

 
 

Figure 6. Distribution of papers by technique 

 

3.3 Facet 3: Research domains  

 

Table 6 explains how facet categorizes research based on its 

specific applications within social media security. Figure 7 

illustrates the distribution of papers by domain. The 

classification highlights AI techniques' focus areas and 

applications, as detailed in the following categories. 

 

Table 6. Research domains 

 

Application Number of Papers 

Social Media Security 12 

Threat Detection 10 

Big Data Handling 7 

Vulnerability Management 5 

Theoretical and Analytical Studies 8 

 

 
 

Figure 7. Distribution of papers by domains 

 

Social media security: Research addressing the protection 

and security of social media platforms, including user data 

security and privacy measures. 

Threat detection: Studies centered on identifying and 

analyzing threats in social media environments, focusing on 
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detection methods and strategies. 

Big data handling: Papers exploring the application of AI 

in managing and analyzing large amounts of data from social 

media platforms for security purposes. 

Vulnerability management: Research dedicated to 

mitigating and identifying vulnerabilities in social media 

systems. 

Theoretical and analytical studies: Papers that provide 

theoretical insights or analytical frameworks relevant to the 

application of AI in social media security. 

 

3.4 Facet 4: Datasets used 

 

This facet categorizes research based on the datasets utilized 

in studies related to social media security. Table 7 explains the 

types of datasets employed and provides insights into the 

scope and context of the research. The classification includes: 

• Twitter Data 

• Facebook Data 

• Custom Datasets 

• Mixed Social Media 

 

Table 7. Datasets used 

 

Dataset Number of Studies 

Twitter Data 15 

Facebook Data 10 

Custom Datasets 7 

Mixed Social Media 10 

 

 
 

Figure 8. Distribution of papers by dataset 

 

Figure 8 provides a detailed distribution of studies based on 

the datasets used. 

 

 

4. ANALYSIS AND DISCUSSIONS 

 

4.1 Merging facets for comprehensive analysis 

 

To provide a holistic view of the research landscape in 

social media security, we have combined key facets to create 

a comprehensive analysis. This approach allows us to 

understand better the interplay between research types, AI 

techniques, research domains, and datasets used. Below are the 

two integrated tables that offer insights into these aspects. 

Figure 9 combines research types with AI techniques to 

illustrate how various research methodologies are applied 

across different AI techniques in social media security [49-51]. 

It provides a detailed look at the AI techniques used in the 

studies. 

 
 

Figure 9. Distribution of research types and AI techniques 

 

4.2 Trends in research types and AI techniques 

 

Distribution of AI techniques: Figure 10 shows a diverse 

application of AI techniques across various research 

methodologies in social media security. Validation Research 

has a strong emphasis, suggesting a focus on verifying the 

effectiveness of AI solutions [52]. 

Methodological focus: Experience Papers and Evaluation 

Research also feature prominently, indicating a balance 

between theoretical advancements and practical applications 

in social media security. 

Figure 10 combines the research periods with the data sets 

used to show how different data sets are applied in social 

media protection. This figure highlights the fields in the 

festivals used and the popular data sets within this field. 

 

 
 

Figure 10. Distribution of research domains and datasets 

used 

 

4.3 Patterns in research domains and datasets 

 

Thematic concentration: The research is distributed across 

domains such as threat detection, vulnerability management, 

and big data handling. This suggests a broad interest in 

addressing multiple facets of social media security challenges. 

Data usage trends: The distribution indicates the 

popularity of specific datasets, which could highlight 

benchmark datasets frequently utilized by the research 

community. 

These figures are designed to create a clear and 

comprehensive view of the research events in the field of 

social media security, helping to identify trends and directions 

in the research approach to the use of smart data applications 

in security and social media. 

 

 

5. CONCLUSION 

 

In this systematic study, we comprehensively reviewed 

security threats in social media environments. The research 

was based on an extensive search process that included more 

than 1000 scientific research papers collected from different 
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databases, such as IEEE Xplore, ACM Digital Library, and 

ScienceDirect, over multiple periods. These inductive papers 

went through multiple filtering stages, where the number was 

reduced to 160 papers in the first stage and then to 42 papers 

that were analyzed in detail in the final stage. 

The results showed that AI techniques such as natural 

language processing and machine learning play an important 

role in detecting security threats in social media, such as R, 

phishing, and unauthorized access. The papers were classified 

based on research types, which include philosophical papers 

and solution proposals, in addition to classifying research 

areas such as threat analysis and security risk management. 

Visualization tools, such as bubble diagrams, have been used 

to illustrate the relationships between different research. These 

models highlight areas of research focus, particularly in multi- 

and multi-solution, while identifying specific gaps in the 

representation of philosophical and technical research.  

The bubble chart also shows that the bubble expansion 

began with technical solutions, with a heavy focus on personal 

data security and password security. In contrast, the multi-

management and threats categories are less represented than 

other areas. These gaps indicate a need for further future 

research towards these less-represented areas. 

Insights and Implications 

Interdisciplinary approaches: The diverse methodologies 

and datasets highlight the interdisciplinary nature of social 

media security research, combining fields like AI, data 

science, and cybersecurity. 

Growth in data utilization: The prominence of big data 

handling indicates increasing recognition of large-scale data 

analysis's role in addressing social media threats. 

Focus on emerging threats: Threat detection is a dominant 

research domain, reflecting the critical need to tackle evolving 

cyber threats on social platforms. 

Finally, the study emphasizes the importance of using AI 

technologies to support social media security. It highlights the 

need for reliable and adaptable models to the modifications 

that have been prepared. It calls for more innovative scientific 

research to be conducted for this purpose. 
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