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Early detection of preeclampsia, a potentially life-threatening pregnancy complication, 

is critical for maternal and fetal well-being. This study offers an innovative approach to 

early detection using optimized ensemble learning and an interactive R-Shiny 

application. Genetic Algorithms are employed to enhance the performance of ensemble 

models–Random Forest. By optimizing model hyperparameters, feature selection, and 

the ensemble combination, we achieve superior predictive accuracy. The optimal values 

for the mtry parameter of Random Forest are 4 and ntree of 9. This outcome was 

achieved by setting the critical number of individuals to survive at each generation to 

2, with a crossover probability of 0.8 and a mutation probability of 0.1. Additionally, 

an R-Shiny application is developed to provide healthcare professionals with an 

accessible tool for risk assessment and early intervention. The combination of Genetic 

Algorithms and ensemble learning, complemented by a user-friendly interface, offers a 

promising solution for timely preeclampsia diagnosis and proactive healthcare 

management.  
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1. INTRODUCTION

Pregnant women diagnosed with preeclampsia exhibit a 

heightened vulnerability to significant health complications, 

which encompass elevated blood pressure and the potential for 

organ impairment, particularly affecting the renal and hepatic 

systems. A documented history of tobacco usage, alcohol 

intake, and pre-existing hypertension constitutes contributory 

risk factors correlated with an augmented probability of 

developing preeclampsia. The early detection of preeclampsia 

is paramount for prompt intervention and management, 

thereby safeguarding the health and well-being of both the 

mother and the neonate. 

A multitude of studies have used machine learning to 

improve the prediction of preeclampsia. This research 

underscores the efficacy of advanced algorithms, such as 

Random Forest, Gradient Boosting, Support Vector Machines, 

and other machine learning techniques in discerning intricate 

patterns within patient data that classic statistical methods may 

overlook.  

Jhee et al. [1] investigated the predictive outcomes of late-

onset preeclampsia after 34 weeks of gestation. This study 

sought to create machine learning models for predicting late-

onset preeclampsia utilizing hospital electronic medical record 

data. Logistic Regression, Decision Tree Model, Naive Bayes 

Classification, Support Vector Machine, Random Forest 

Algorithm, and Stochastic Gradient Boosting method were 

employed to develop the predictive models. Integrating 

maternal variables and prevalent antenatal laboratory data 

from the early second to the early third trimester can 

effectively forecast late-onset preeclampsia utilizing machine 

learning methods. 

The research conducted by Tahir et al. [2] employs Neural 

Networks to classify preeclampsia data. The outcome 

indicates a proper classification rate of 96.66% for 

preeclampsia cases utilizing all factors in the test set. They 

compare with techniques such as Naive Bayes, K-Nearest 

Neighbors, Linear Regression, Logistic Regression, and 

Support Vector Machine. They examined the identification of 

preeclampsia utilizing a neural network and assessed the 

significance of the Previous PE Case attribute on the 

classification outcomes. The experiment demonstrated that the 

neural network algorithm attained optimal accuracy using 

three validation methods: 92.46% for split data, 94.23% for 

10-fold cross-validation, and 96.66% for leave-one-out (LOO)

validation.

Another study suggests employing a machine learning 

technology called Support Vector Machine for pattern 

recognition in a pregnancy database. This research presents a 

thorough inference method for mobile decision support 

systems that can improve care for women at risk of pregnancy-

related complications. This study used the 10-fold cross-

validation method to evaluate the suggested model’s 

performance. The advancement of knowledge discovery in 

health databases has been consistent [3]. 

The study conducted by C Ramdhani et al. [4] aims to 

predict pregnancy risk levels through early detection with the 

Random Forest classification approach, optimized by a 

Genetic Algorithm. The Maternal Health Risk dataset analysis 

revealed that Random Forest attained an accuracy of 73.37%, 

Mathematical Modelling of Engineering Problems 
Vol. 11, No. 12, December, 2024, pp. 3478-3488 

Journal homepage: http://iieta.org/journals/mmep 

3478

https://orcid.org/0009-0000-8489-8062
https://orcid.org/0000-0001-9415-2475
https://orcid.org/0009-0008-6609-750X
https://crossmark.crossref.org/dialog/?doi=10.18280/mmep.111226&domain=pdf


 

which significantly improved to 90.20% following Genetic 

Algorithm optimization. The t-test result confirmed a 

significant enhancement. These findings indicate that this 

strategy can efficiently assist medical professionals in 

evaluating pregnancy health risks and establish a basis for 

future program development. 

Using the Saudi Arabia used cars dataset obtained from the 

Syarah platform on Kaggle, another research attempt studies 

the application of machine learning algorithms to anticipate 

the values of pre-owned autos from the perspective of the 

Saudi Arabian government. With the help of the model, buyers 

and sellers will be able to estimate the prices of the 

automobiles they deal with more correctly. Linear Regression, 

Random Forest, and XGBoost were the three separate 

machine-learning techniques investigated. The Mean Squared 

Error (MSE) scores obtained were 0.15, 0.10, and 0.19 for 

each of these methodologies. Regarding all evaluative criteria, 

including RMSE, MSE, and R-squared, the Random Forest 

Regressor demonstrated exceptional performance [5]. 

Research findings substantiate the efficacy of machine 

learning methodologies, notably the ensemble learning 

framework–Random Forest, in forecasting occurrences of 

preeclampsia. Utilizing a Genetic Algorithm to optimize 

Random Forest parameters significantly augments predictive 

accuracy. This investigation amalgamates these advantageous 

features, showcasing the optimized model via an intuitive R-

Shiny interface, facilitating accessible and practical 

implementation for healthcare practitioners. Ensemble 

learning embodies a formidable methodology integrating 

multiple models to improve predictive reliability and 

accuracy. Prominent instances of ensemble learning 

techniques include Random Forest, Gradient Boosting, and 

Extreme Gradient Boosting. This approach has been 

thoroughly employed across diverse domains, notably within 

the healthcare industry. 

Random Forest, a machine learning technique that operates 

by constructing multiple decision trees and aggregating their 

outputs, is particularly effective in medical diagnostics. 

Highlights the advantages of Random Forests, including their 

ability to handle large datasets and their robustness against 

overfitting, which is especially beneficial in the context of 

complex medical data [6]. The method’s inherent capacity to 

assess feature importance also aids in identifying critical 

predictors of preeclampsia, thereby enhancing the 

interpretability of the model. 

Genetic Algorithms are optimization methods derived from 

the principles of natural selection. They are especially 

beneficial for feature selection and parameter optimization in 

machine learning models. Present a detailed examination of 

Genetic Algorithms, highlighting their utility in optimizing 

intricate situations where conventional approaches may prove 

inadequate [7]. Genetic Algorithms emulate the mechanisms 

of natural selection and evolution to identify the optimal 

configuration of model parameters [8]. Genetic Algorithms 

efficiently navigate the solution space and determine the ideal 

parameters for the Random Forest model by iteratively 

picking, recombining, and modifying viable solutions. This 

optimization procedure improves the model’s capacity to 

differentiate between preeclampsia and normal pregnancies, 

resulting in more precise forecasts. 

Recent studies have demonstrated the efficacy of machine 

learning-based methods, including Random Forest, in 

predicting preeclampsia and conducted a prospective study 

that highlighted the superior predictive performance of 

machine learning techniques over conventional screening 

strategies, underscoring the potential of Random Forest in this 

domain [9]—furthermore, reported high C-statistics for 

Random Forest models in predicting late-onset preeclampsia, 

indicating its reliability as a predictive tool [1]. These findings 

suggest that Random Forests could significantly enhance early 

detection efforts when optimized through Genetic Algorithms. 

The combination of these methodologies improves 

predictive accuracy and allows for the exploration of complex 

interactions among various risk factors associated with 

preeclampsia. It noted that machine learning algorithms, 

including Random Forest, have shown promise in prognostic 

prediction studies related to pregnancy care [10]. This 

highlights the relevance of employing advanced 

computational techniques to address the multifaceted nature of 

preeclampsia risk factors. 

Moreover, applying Genetic Algorithms to optimize 

random forest parameters can improve model performance. It 

emphasized the importance of leveraging biophysical and 

biochemical markers in predictive modeling for preeclampsia, 

suggesting that a machine-learning approach could enhance 

the identification of at-risk individuals [11]. This aligns with 

the broader trend of utilizing machine-learning to analyze 

large datasets, as noted by those who highlighted the potential 

of these algorithms in identifying diagnostic markers for 

preeclampsia [12]. 

R-Shiny, an open-source framework for web applications 

developed in R, facilitates the creation of interactive web 

applications directly from R scripts, rendering them accessible 

to individuals with limited programming expertise [13]. 

Within the public health and epidemiology domain, a Shiny 

application was developed for small-area disease mapping 

about cancer incidence, which empowers epidemiologists to 

assess risks and interactively visualize data [14]. This 

particular application is a pertinent illustration of how Shiny 

can augment the analytical capacities of public health 

practitioners, thereby fostering more informed decision-

making grounded in spatial data. 

An R-Shiny app has been developed to facilitate the 

practical application of the optimized Random Forest model. 

R-Shiny is a web application framework that allows for the 

creation of interactive and user-friendly interfaces. The 

development of the R-Shiny app is inspired by the work of 

Wang and Rhemtulla [15], who utilized R-Shiny for power 

analysis in structural equation modeling. The app provides 

healthcare professionals with a user-friendly platform to input 

patient data and obtain real-time predictions of preeclampsia 

risk. Integrating the optimized Random Forest model based on 

the Genetic Algorithm with the R-Shiny app enables efficient 

and accessible early detection of preeclampsia, potentially 

improving prenatal care and outcomes. 

The novelty of this research lies in the combination of 

Random Forest and Genetic Algorithms for the early detection 

of preeclampsia, along with the development of a user-friendly 

R-Shiny app for real-time predictions and early intervention. 

While Random Forest has been widely used in various 

domains, including medical diagnosis, integrating Genetic 

Algorithms with Random Forest for preeclampsia detection is 

a novel approach [16-18]. Genetic Algorithms provide an 

optimization technique that can enhance the performance of 

the Random Forest model by searching for the optimal set of 

parameters [16-18]. 
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2. MATERIALS AND METHODS  
 

This study used secondary data sourced from the 

dataverse.harvard.edu website, which is openly licensed for 

unrestricted use. The dataset chosen for analysis consisted of 

replication data pertaining to the determinants of preeclampsia 

in women who delivered at county hospitals in Nairobi, Kenya 

[19]. A total of 352 postnatal ward mothers participated in the 

study, providing relevant information through structured 

interview questionnaires and the review of their medical 

records. The dataset was divided into two distinct categories: 

case of preeclampsia and normal, enabling the creation of sub-

datasets for training and testing purposes. The proportions of 

these sub-datasets were adjusted to optimize the model’s 

performance and yield the most accurate results. 

The stages in this research are seen as follows in Figure 1. 

The initial step is gathering pertinent medical data to provide 

the basis for further analysis. In the second stage, a Genetic 

Algorithm is introduced to find the optimized parameter and 

then apply this best parameter to the Random Forest algorithm. 

Inspired by biological evolution, Genetic Algorithms adjust 

the model’s parameters to adapt and perform better 

continuously. The third step involves predicting and achieving 

the accuracy of classification. The research culminates in 

developing an interactive R-Shiny application that offers 

healthcare practitioners an intuitive interface to input patient 

data and quickly and accurately assess the patient’s risk for 

preeclampsia. 

 

 
 

Figure 1. Research stages 

2.1 Random Forest 

 

Random Forest represent a significant adaptation of the 

bagging technique, involving the creation of a diverse 

ensemble of uncorrelated trees, which are subsequently 

combined through averaging [20]. A random forest classifier 

is a meta-estimator that employs decision tree classifiers fitted 

on various subsets of the dataset. It uses averaging to enhance 

predictive accuracy and mitigate the risk of overfitting [21]. 

To mitigate the issue of overfitting, it is imperative to augment 

the number of decision trees; an elevated number of trees 

enhances predictive accuracy [22].  

Like the name suggests, it is a Random Forest is a tree-based 

collection of trees, each one dependent on a random collection 

of variables. More formally, for a p-dimensional random 

vector 𝑋 = (𝑋1, 𝑋2, … , 𝑋𝑝)
𝑇

 representing the real-valued 

input or predictor variables and a random variable 𝑌 

representing the real-valued response, we assume unknown 

joint distribution 𝑃𝑋𝑌(𝑋, 𝑌) . It is the aim of finding the 

prediction function 𝑓(𝑋)  for the prediction of that 𝑌 . The 

prediction function is derived using a loss function 𝐿(𝑌, 𝑓(𝑋)) 

and is defined to reduce the cost of the loss, 

 

𝐸𝑋𝑌 (𝐿(𝑌, 𝑓(𝑋))) (1) 

 

in which the subscripts indicate an expectation in relation to 

the distribution joint of 𝑋 and 𝑌 [23]. 

The smallest 𝐸𝑋𝑌 (𝐿(𝑌, 𝑓(𝑋))) to minimize squared error 

loss provides the expectation of a conditional 

 

𝑓(𝑋) = 𝐸(𝑌|𝑋 = 𝑥) (2) 

 

also referred to also regression function. 

In the classification situation, if the set of possible values of 

𝑌  is denoted by 𝒴 , then minimizing 𝐸𝑋𝑌 (𝐿(𝑌, 𝑓(𝑋)))  for 

zero-one loss gives, 

 

𝑓(𝑋) = argmax
𝑦∈𝒴

𝑃(𝑌 = 𝑦|𝑋 = 𝑥) (3) 

 

also referred to by or the Bayes rule. 

In which there are 𝐾 classes that are denoted as 1, 2, … , 𝐾 

typically, a criteria for splitting is the Gini index, 

 

𝑄 = ∑ �̂�𝑘�̂�𝑘

𝐾

𝑘≠𝑘′

 (4) 

 

in which �̂�𝑘  is the proportion of 𝑘 class observations in the 

node: 

 

�̂�𝑘 =
1

𝑛
∑𝐼(𝑦𝑖 = 𝑘)

𝑛

𝑖=1

 (5) 

 

Random Forest method is an extension of the Classification 

and Regression Trees (CART) method that incorporates the 

techniques of bootstrap aggregating (bagging) and random 

feature selection. In a Random Forest, many trees are grown 

to create a forest, and then an analysis is conducted on this 

ensemble of trees [24]. When applied to a dataset with 𝑛 

observations and 𝑝 explanatory variables, the random forest 

algorithm operates similarly [25]. 
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1. Bootstrap Sampling: Randomly select 𝑛observations from 

the dataset with replacement, forming a bootstrap sample. 

This process is known as the bootstrap stage, where each 

sample is equally likely to be selected. 

2. Tree Construction: Using the bootstrap sample, grow a 

decision tree to its maximum size without pruning. At each 

tree node, a random subset of m explanatory variables 

(where 𝑚  is much smaller than the total number of 

variables, 𝑝) is chosen. From this subset, the best variable 

for splitting is determined. This stage is referred to as the 

random feature selection stage. 

3. Repeat the Process: Repeat steps 1 and 2 for 𝑘 iterations, 

creating a forest of 𝑘 trees. Each tree is built on a different 

bootstrap sample, resulting in a diverse ensemble of trees. 

 

2.2 Genetic Algorithm 

 

Genetic Algorithms are optimization algorithms that mimic 

the process of natural evolution [26]. Inspired by the principles 

of survival of the fittest, selection, and mutation, Genetic 

Algorithms simulate the evolution of solutions over multiple 

generations. The objective is to identify an optimal or close-

to-optimal solution for a given optimization problem. The 

inherent flexibility of genetic algorithms, resembling the 

process of natural selection, enables these algorithms to 

modify themselves in response to diverse environments to 

ensure survival and procreation. A generation within the 

framework of a genetic algorithm constitutes a collective of 

entities, and each is engaged in the quest for a solution within 

the solution space. These entities may be depicted as 

sequences of binary digits, integers, and similar 

representations, with each sequence symbolizing a 

chromosome [27]. 

A key feature of Genetic Algorithms is their capacity to 

conduct a worldwide search within the hyperparameter space. 

In contrast to gradient-based optimization approaches that may 

settle at local optima, Genetic Algorithms employ principles 

inspired by natural selection, including selection, crossover, 

and mutation, to investigate a broad spectrum of solutions 

[28]. This attribute is especially advantageous for intricate 

models such as Random Forests, where the hyperparameter 

landscape may exhibit significant non-linearity and several 

modes. Although Genetic Algorithms can effectively explore 

the hyperparameter space, they may also be computationally 

demanding, particularly with large populations and multiple 

generations. This computing demand may restrict its 

usefulness in resource-constrained circumstances [29]. 

The initial population of potential solutions is determined 

randomly or through heuristic methods. Each solution is then 

assessed based on a predetermined fitness function. The 

individuals with the highest fitness are selected as the best 

candidates. These top individuals evolve and generate a new 

population through genetic operators like crossover and 

mutation. This process continues, evaluating and evolving the 

population until a termination condition based on the fitness 

function or the maximum number of generations is reached. 

Finally, the best individuals from the population are identified 

and presented as the solution to the optimization problem [30]. 

In this article the process of selection occurs following 

mutation and crossover. The fitness function 𝐹 can be utilized 

to determine the best individuals This is defined by the Eq. (6) 

[31]. 

 

𝐹𝑖,𝑗 = 𝑎𝑐𝑐𝑖,𝑗 − 𝛾(𝐿𝑒 − 𝐿𝑠) (6) 

where, 𝑎𝑐𝑐𝑖,𝑗  is the accuracy for the j-th individual of the 

generation of i-th obtained through test using the CNN model. 

The weight is 𝛾, which represents the layers. 

The fitness quality is the determining factor in determining 

whether one who has the highest fitness is chosen as the 

winner. This study follows the Eq. (7). 

 

𝑃𝑖,𝑗 =
𝐹𝑖,𝑗

∑ 𝐹𝑖,𝑗
𝑀
𝑗=1

 (7) 

 

where, 𝑃𝑖,𝑗 is the likelihood that j-th person will survive. 

The following outlines the procedure followed by the 

Genetic Algorithm (Figure 2). 

 

 
 

Figure 2. The process used during Genetic Algorithm [32] 

 

The selection of Genetic Algorithms parameters, including 

population size, number of generations, mutation rate, and 

crossover rate, is essential for the optimization process’s 

effectiveness. Here are a few factors to consider when 

selecting these parameters:  

1. Population Size: An increased population size can 

augment genetic variety and elevate the likelihood of 

identifying optimal solutions. Nonetheless, it also 

escalates computational expenses. It is customary to 

initiate with a moderate population size (e.g., 50-100 

persons) and modify based on initial findings [33]. 

2. Number of Generations: The quantity of generations 

dictates the duration of the algorithm's execution. This 

parameter may be adjusted according to the convergence 

behavior noted in the first runs. Should the population 
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exhibit considerable enhancement across generations, it 

could be advantageous to permit more generations [34]. 

3. Mutation and Crossover Rates: The mutation rate 

regulates the frequency of random alterations, while the 

crossover rate dictates the probability of merging 

solutions. The rates may be adjusted according to 

empirical findings, with typical initial values being a 

mutation rate of 0.01-0.1 and a crossover rate of 0.6-0.9 

[35]. 

 

 

3. RESULTS AND DISCUSSION  
 

3.1 Descriptive statistics 

 

In this dataset, a total of 15 attributes have been identified 

as influential factors contributing to the occurrence of 

preeclampsia in mothers. Meanwhile, the target variable is the 

occurrence of preeclampsia which are an individual diagnosed 

with preeclampsia is referred to as a case, while an individual 

without preeclampsia is categorized as a control. Table 1 

displays the descriptive statistics of the numerical attributes. 
 

Table 1. Descriptive statistics of numeric attributes 
 

Variable Minimum Maximum Mean 

Maternal age 17 42 26 

Age at first pregnancy 14 38 22 

Hemoglobin level 6.40 15.80 11.91 

 

Based on the results presented in Table 1, specific 

observations can be made regarding the relationship between 

maternal age, hemoglobin level, and the risk of preeclampsia. 

Firstly, the data reveals that pregnant women under 20 years 

old or above 40 years old are more susceptible to experiencing 

preeclampsia. This suggests that extreme maternal age can 

contribute to increasing the risk of preeclampsia during 

pregnancy. 

Additionally, the average hemoglobin level observed in the 

study is 11.91 grams per deciliter, which falls within the range 

of a normal hemoglobin level according to the WHO 

guidelines [36]. However, it is worth noting that vigilance is 

required for pregnant women whose hemoglobin levels dip 

below 10.9 grams per deciliter, as they may be at an increased 

risk of developing anemia. 

These findings emphasize the importance of monitoring 

maternal age and hemoglobin levels during pregnancy to 

identify individuals more susceptible to preeclampsia or other 

related complications. Regular assessment and appropriate 

interventions, such as iron supplementation or medical 

supervision, can help mitigate the risks associated with 

maternal age and hemoglobin levels, thereby promoting better 

maternal and fetal health outcomes. 

In addition to the numerical attributes discussed earlier, the 

categorical attributes are visually represented through the 

following Table 2 and graphs: 
 

Table 2. Descriptive statistics of categorical attributes 
 

Variable Yes No 

Tobacco use 9 343 

Alcohol use 25 327 

Diabetes personal history 25 327 

Diabetes family history 25 327 

Hypertension personal history 25 327 

Hypertension family history 55 297 

Most respondents in this dataset, accounting for over 90%, 

reported abstaining from smoking and alcohol consumption. 

Additionally, a significant portion of the participants indicated 

non personal or family history of diabetes or hypertension. 

These findings suggest a low prevalence of these risk factors 

among the surveyed population. 

The bar graph in Figure 3 depicts the distribution of two 

separate cohorts, labeled “Case” and “Control,” based on their 

various statuses. The “Control” cohort comprises roughly 264 

individuals, whereas the “Case” cohort includes about 88 

individuals. This observation reveals that the dataset has more 

persons designated as “Control" relative to those identified as 

“Case,” underscoring a significant disparity between the two 

groups. In the context of analysis, especially in machine 

learning or statistical modeling, such an imbalance may 

require rectification since it could negatively impact the 

performance of the utilized models. 

The dataset demonstrates a considerable disparity between 

the control and case classifications of preeclampsia. To resolve 

this issue, we employed the Synthetic Minority Over-sampling 

Technique (SMOTE) to attain balance among the categories 

by generating synthetic instances for the underrepresented 

class. SMOTE improves the efficacy of machine learning 

models by generating a more balanced dataset. SMOTE 

enhances algorithms’ understanding of the minority class by 

generating synthetic examples, enhancing accuracy, precision, 

and recall. Zhou et al. [37] showed that using SMOTE in their 

dataset enhanced the predictive performance of models, 

including Logistic Regression, Random Forest, and Support 

Vector Machines. Although SMOTE produces synthetic 

samples, it may inject noise into the dataset if the minority 

class cases are inadequately represented. This noise may result 

in diminished model performance, mainly if the synthetic 

samples are produced in regions of the feature space that fail 

to accurately depict the genuine distribution of the minority 

class [38]. 

We partitioned the dataset into training and testing subsets, 

designating 80% for training and 20% for evaluation. The 

training subset was used to construct the model, while the 

testing subset was applied to assess its effectiveness. 

 

 
 

Figure 3. Status of preeclampsia 
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3.2 Predictive modeling 

 

We employ the Random Forest model and want to adjust 

the hyperparameters ntree and mtry. Since mtry and ntree are 

discrete value hyperparameters, the optimization procedure 

employs the binary encoding. Here, we have set the mtry range 

to 1 to 8 and the ntree range to 1 to 512.  

To optimize these parameters, we use a Genetic Algorithm 

with several conditions that we have set, which are shown in 

the Table 3. 

 

Table 3. Conditions setting in Genetic Algorithm 

 
Conditions Value 

Type binary 

Fitness fit_rf 

Nbits 14 

Population size 50 

Iterations 30 

 

The Genetic Algorithm initiates by generating an initial 

population of candidate solutions, each representing a distinct 

set of hyperparameters for the Random Forest model. Each 

candidate solution is assessed using a fitness function that 

generally quantifies the efficacy of the Random Forest model 

using a designated metric, such as accuracy. The fitness score 

reflects the model’s performance using the specified 

hyperparameters. The evaluation process is conducted for 

every population member [39]. Upon assessing the viability of 

each prospective solution, the Genetic Algorithm selects 

individuals to serve as parents for the subsequent generation. 

The chosen parent solutions undergo crossover, wherein pairs 

of parents exchange segments of their hyperparameter 

configurations to generate offspring. The Genetic Algorithm 

implements mutation in particular offspring to preserve 

genetic variety within the population and avert early 

convergence. The evaluation, selection, crossover, and 

mutation procedures are reiterated for a certain number of 

generations or until a termination criterion is satisfied. This 

iterative procedure enables the Genetic Algorithm to converge 

on optimal hyperparameter configurations for the Random 

Forest model [40]. 

We use binary type in this Genetic Algorithm since the 

possible representation of decision variables is only two–cases 

of preeclampsia and control. We create a fitness function in 

fit_rf that represents the best parameter search criteria in a 

Random Forest model. By multiplying and adding the 

maximum value of each hyperparameter to the total number of 

hyperparameters, we can determine the number of bits we 

require, and in this case is Nbits = 14. These values indicate 

how many bits should be utilized in binary-encoded 

optimizations. 

Figure 4 provides the best fitness value results for 30 

iterations or generations. 

From Figure 4 and Figure 5, it can be seen that in the initial 

generation with mtry 1 and ntree 35, the accuracy (fitness 

value) only reached around 0.65. Then it continues to increase 

until it reaches the highest value in the 30th generation with a 

mtry value of 4 and ntree of 9 with an accuracy of 0.90. This 

result was obtained by applying the number of best-fitness 

individuals to survive at each generation to 2 with crossover 

probability = 0.8 and mutation probability = 0.1. 

Next, using the best Random Forest parameters obtained 

from the Genetic Algorithm process, preeclampsia status 

classification modeling was carried out with an accuracy of 

75% with the Random Forest formed as follows. 

Figure 6 depicts the optimal decision tree constructed by the 

Random Forest algorithm. The initial bifurcation is influenced 

by maternal education, underscoring its importance as a 

pivotal variable. Subsequently, the left node undergoes further 

subdivision predicated upon a personal history of 

hypertension, whereas the right node is forked according to the 

age of pregnancy. Additional divisions are executed utilizing 

other variables, thereby progressively enhancing the precision 

of the predictions. Ultimately, the tree culminates in terminal 

nodes that categorize the preeclampsia status, offering 

valuable insights into the predictive methodology. 

According to Figure 7, both MeanDecreaseAccuracy and 

MeanDecreaseGini help us understand the significance of 

individual features in a Random Forest model. 

MeanDecreaseAccuracy provides insights into how 

characteristics affect overall model accuracy, while 

MeanDecreaseGini focuses on their ability to reduce impurity 

and improve class separation in the decision trees. The higher 

the value of MeanDecreaseAccuracy or MeanDecreaseGini 

score, the higher the importance of the variable in the model. 

In the Figure 7, age at first pregnancy, maternal age, 

hemoglobin level, hypertension, personal history, and 

ethnicity are five essential variables. 

 

 
 

Figure 4. The fitness value of each generation 

 

 
 

Figure 5. The accuracy of each parameter 
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Figure 6. Random Forest 

 

 
 

Figure 7. Variable importance 

 

3.3 The applications system 

 

Using the Shiny interface, we created a desktop application 

to run the Random Forest with Genetic Algorithm on a 

personal computer through RStudio. Users can access the 

application through this address 

https://pstat.shinyapps.io/deploytesting/. On the main page, 

users are given the option that they can input data partially or 

entirely. We also provide a user guide, making it easier for 

users to use this application (Figures 8-9). 

For instance, suppose there is a patient with the following 

history: Using the patient’s history, as in Table 4, the 
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application will predict that the patient is at risk of 

preeclampsia (case of preeclampsia). In the same way, the 

application can predict the occurrence of preeclampsia at once 

for several patients, as shown in Figure 10. 

We intend to deploy our methodology in partnership with a 

hospital in our region. This will enable us to assess its efficacy 

against existing screening methods and analyze its influence 

on clinical results. This real-world application will yield 

significant insights into how the model can be enhanced to 

better align with practical requirements in clinical 

environments. This implementation phase may reveal 

essential enhancements to improve the model’s usability and 

integration into standard healthcare procedures, ultimately 

seeking to increase early diagnosis and intervention outcomes 

for preeclampsia. 
 

Table 4. Example 1 

 
Variable Value Variable Value 

Maternal age 30 
Hypertension 

family history 
Yes 

Age at first 

pregnancy 
28 

Multiplicity of 

pregnancy 
Twin 

Hemoglobin level 16 
Maternal 

education 

Primary 

education 

Tobacco use Yes Marital status Married 

Alcohol use No Occupation Housewife 

Diabetes family 

history 
No Area lived Rural 

Hypertension 

personal history 
Yes Ethnicity Taita 

 

 
 

Figure 8. Main page of the application 
 

 
 

Figure 9. Example of partial input 
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Figure 10. Example of entire input 

 

 

4. CONCLUSIONS  

 

This research highlights an important aspect that contribute 

to improving the Random Forest model: parameter 

optimization using Genetic Algorithm. The application of 

Genetic Algorithm for parameter optimization in the Random 

Forest model has shown promising results. Genetic 

Algorithms offer a robust and efficient approach to searching 

the parameter space, identifying the optimal combination of 

parameters that maximize the model’s performance. The 

Random Forest model can be significantly improved in terms 

of predictive power and generalization capability by fine-

tuning the parameters. 

Furthermore, the development and utilization of an R-Shiny 

App for early detection of preeclampsia offer several 

significant benefits in maternal healthcare. This interactive 

and user-friendly application provides a streamlined and 

accessible platform for healthcare professionals, making 

identifying and assessing preeclampsia risk more efficient and 

accurate. With its intuitive interface, medical practitioners can 

input patient data and receive real-time predictions, enabling 

earlier detection and intervention, which is crucial for maternal 

and fetal well-being. 

This research emphasizes accuracy as a performance 

indicator; however, we acknowledge that future endeavors 

could enhance the model and its application by integrating 

additional metrics to yield a more nuanced comprehension of 

the model’s efficacy in identifying preeclampsia risk. 

Future studies should examine and contrast the model’s 

performance across various demographic groups to mitigate 

any biases and improve its applicability to diverse populations. 

This approach would facilitate an assessment of the model’s 

generalizability and guarantee uniform performance across 

diverse subpopulations. Incorporating these concerns in future 

studies will bolster the rigor of this research and augment the 

findings’ contribution to the field. 
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