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The deep residual network model currently used in the detection of small targets such as 

pulmonary nodules have the problem of the disappearance of small target features caused 

by the effective fusion of multiple attention mechanisms and the increase in depth. Based 

on this, "Research on the Pyramid Model of Parallel Fusion Attention Mechanism Based on 

Channel-Coordinates and Its Application in Medical Images" is proposed. The model 

proposes an attention mechanism for channel-coordinate parallel fusion, which combines 

channel attention and temporal attention in parallel, and forms two expressions of an 

attention mechanism based on the different coordinate embedding timings of channel 

attention, solving multiple problems. Attention fusion mode and fusion timing issues; Based 

on this mechanism, combined with the pyramid feature fusion mode, a pyramid model of a 

parallel fusion attention mechanism based on channel-coordinates is proposed, and the 

feasibility of the model is theoretically demonstrated. An experiment was organized on 

RUNA16. The experimental results show that the two attention models proposed for this 

problem are feasible, have comparative advantages, and the algorithm is stable. 
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1. INTRODUCTION

Cancer statistics from global research institutions such as 

the International Agency for Research on Cancer, the World 

Health Organization, and the Surveillance, Epidemiology, and 

End Results program indicate that lung cancer is currently the 

leading cause of cancer-related deaths worldwide. In 2020, 

there will be approximately 2.2 million new cases of lung 

cancer and approximately 1.8 million deaths; the mortality rate 

exceeds 80%, which is the highest among cancer diseases [1]; 

however, studies [2, 3] show that only 15% of patients are 

diagnosed at an early stage of the pathological process, which 

results in higher cancer mortality, with stage I and II lung 

cancer having a much better prognosis than stage III or IV lung 

cancer [4]. Therefore, early screening and reasonable 

treatment of asymptomatic lung cancer are important means to 

reduce cancer mortality. 

Computed tomography (CT) is a key method for effective 

and non-invasive image detection of pulmonary nodules. 

Computed tomography images can locate the location of 

nodules, assess tumor size, perform morphological analysis 

and prediction, classify tumor attributes, and life cycle 

analysis and prediction based on the above factors [5-7]. 

Therefore, they play an important role in the early detection of 

lung cancer. The National Lung Screening Trial [8-10] showed 

that screening with low-dose computed tomography (LDCT) 

will result in a 20% reduction in lung cancer mortality. 

However, due to the complex background factors of CT 

images and the small characteristics of pulmonary nodules 

themselves, existing human factors and computer models 

cannot accurately distinguish benign and malignant nodules 

[11]. Therefore, it is necessary to improve the CT image 

analysis model and improve the segmentation and 

classification technology of pulmonary nodules. 

In the field of medical image processing, deep learning 

technology [12-14] that effectively integrates convolutional 

neural networks has been widely used and achieved good 

results [15-18]. Radiomics is an emerging technology used to 

extract high-dimensional quantitative image features for 

diagnosis and prognosis [19-21]. Texture features of medical 

images [22-24] play an important role in medical diagnosis 

and are an important basis for lung cancer diagnosis. Deep 

convolutional neural networks and radiomics have made good 

progress in the classification and prediction of pulmonary 

nodules and in malignant risk assessment. Therefore, it can 

effectively learn the following characteristics of medical 

images: (1) Convolutional computation can learn the local 

detailed features of medical images and the short-range 

dependencies between pixels; (2) Deep neural networks can 

learn higher-level abstract features while overlooking low-

level features. 

However, in medical image analysis, deep convolutional 

neural networks also have the following problems: (1) As the 

depth increases, the gradients of deep convolutional neural 

networks will vanish, which lead to failure of algorithm 

training. (2) As the depth increases, small goals will be 

abstracted away. (3) Convolutional neural networks cannot 

learn global features and long-distance dependencies. (4) 
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During the learning process, convolutional neural networks 

cannot focus on and highlight parts of task-related features，
that weaken or ignore parts of features that are not relevant to 

the task. (5) In medical image processing, because there are no 

relevant national or international norms or standards, the 

performance of deep convolutional image processing models 

heavily relies on subjective label data provided by medical 

experts. 

Solving the above problems, Researchers have integrated 

ResNet, attention modules, pyramid algorithms, and U-shaped 

network structures to address the aforementioned issues. Such 

as: A residual calculation module is introduced into the deep 

convolutional neural network [25-27] to solve the problem of 

model training failure caused by gradient disappearance, the 

studies [28-30] explored the integration of deep learning and 

convolutional neural networks (CNNs) applied to the 

classification of lung diseases. Using standardized ResNet-50, 

ResNet-101, and ResNet-152 networks as examples, the 

research evaluates the algorithm’s performance. Experimental 

results show that the proposed algorithm has a good 

recognition rate; the studies [31-33] proposed a decision-level 

fusion technique to improve the performance of CAD systems 

in classifying pulmonary nodules. This technique is applied to 

deep residual neural networks, including ResNet-18, ResNet-

50, and ResNet-101 models, achieving significant progress in 

the diagnosis of pulmonary nodules. and an attention 

mechanism is introduced into the model [34-36], highlighting 

objects or parts relevant to the task, and ignoring objects or 

parts irrelevant to the task; using a multi-attention mechanism 

fusion to initially solve long-distance problems, strengthening 

model learning capabilities, and improving model 

performance; using the pyramid algorithm [37, 38] and The U-

shaped network algorithm [39-41] implements multi-feature 

layer-by-layer detection to solve the problem of losing key 

features of small targets; it uses global computing technology 

to learn the global characteristics of the data and solves the 

problem that the convolutional neural network itself can only 

learn local features; it uses global Medical imaging database 

solves the problems of inconsistent standards and excessive 

human dependence. Literature research shows that in the field 

of image and medical impact processing, the above methods 

have made good research progress. 

Therefore, deep convolutional neural networks that 

integrate residual calculation, attention mechanism and feature 

fusion model have made good research progress in medical 

image process and analysis. 

 

 

2. RELATED WORK 

 

At this stage, research on the fusion of deep convolutional 

neural networks, residual calculation, and attention 

mechanisms has made significant progress in image analysis 

and processing, providing important support for medical 

image research. 

Ju et al. [42] proposed a feature adaptive algorithm 

(AFFAM) based on the fusion attention mechanism. This 

method adaptively integrates the global attention mechanism 

and the spatial location attention mechanism, which helps to 

better and more accurate Complex feature maps are learned 

algorithmically. Apostolidis et al. [43] proposed an 

algorithmic modeling that integrates the global attention 

mechanism and the local multi-head attention mechanism. The 

model accurately learns frame dependencies of different 

granularities and scales, and solves the problem of learning 

interdependencies between features. Deng et al. [44] proposed 

an attention fusion method that fuses global information and 

local information at the channel level, and fuses feature maps 

of different scales to obtain rich semantic information features. 

Solved the problem of paying enough attention to the object 

information of small tumors. Abbasi and Saeedi [45] proposed 

two novel attention modules, global temporal attention and 

temporal pseudo-Gaussian enhanced self-attention, and 

integrated them to learn the rich features of time series and 

improve the time series classification model based on deep 

learning. performance. Liu et al. [46] proposed an improved 

U-Net retinal blood vessel segmentation algorithm. The 

algorithm introduces an improved position attention module 

and channel attention module at the jump connection to better 

divide blood vessels and background, and accurately identify 

blood vessel boundaries. Huang [47] proposed a stroke 

segmentation network PCMA-UNet based on a fusion 

attention mechanism. This mechanism integrates pyramid 

squeeze attention, coordinate attention and multi-scale 

attention mechanisms to extract different scale spaces in the 

feature map. information; learn and strengthen the long-range 

dependencies in the feature space, highlight the key 

information of the lesion location; highlight the most 

significant feature maps at different scales to adapt to the 

adjustment of the current segmented lesion size. Kim and Lee 

[48] proposed global position self-attention, and realizes the 

integration of the global position attention mechanism and the 

channel attention mechanism to achieve global positioning 

between spatial elements, between consecutive positions, 

structural geodesic positions, and between channels. The 

fusion of ordered semantics and positional dependencies 

strengthens the model's complex feature learning capabilities. 

Tadepalli et al. [49] studied the combination of ResNet deep 

learning model and convolutional block attention module 

(CBAM) to achieve accurate classification of benign 

pulmonary nodules and malignant nodules, improve early 

diagnosis accuracy and improve patient prognosis. Cao et al. 

[50] proposed a multi-scale detection network for pulmonary 

nodules based on the attention mechanism, designed the 

ResSCBlock basic module integrating the attention 

mechanism, and used it for feature extraction. At the same 

time, the feature pyramid structure is used for feature fusion, 

and the multi-scale prediction method solves the detection 

problem of small-sized nodules that are easily lost. Zhang et 

al. [51] proposed receptive field attention (RFA) to solve the 

problem of convolution block attention module (CBAM) and 

coordinate attention (CA) that only focus on spatial features 

and ignore the problem of large convolution kernel parameter 

sharing, cannot completely solve the problem of convolution 

kernel parameter sharing. Receptive field attention can not 

only focus on the spatial characteristics of the receptive field, 

but also provide good attention to the weight of large-size 

convolution kernels. Seung et al. [52] proposed a lung cancer 

pathology image classification model that combines deep 

neural networks and customized self-attention ResNet. It 

solves the vanishing gradient problem and performs well even 

when layers are densely packed; the custom self-attention 

module combines channel attention and spatial attention 

mechanisms to focus on certain features behind the bottleneck 

structure. In order to accelerate the reconstruction of 

compressed sensing magnetic resonance images, Chang et al. 

[53] proposed a dual-domain deep learning algorithm. The 

algorithm combines deep learning, residual neural network 
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and attention mechanism to effectively realize magnetic 

resonance image reconstruction. In the novel the performance 

of the method is compared with state-of-the-art direct 

mapping, single-domain and multi-domain methods and 

achieves good results. 

In summary, the effective integration of residual 

calculation, attention mechanisms, pyramid algorithms, and 

deep convolutional neural networks has initially addressed the 

aforementioned five (or possibly four) issues, achieving good 

results in theory, technology, and application. However, there 

are still the following shortcomings: (1) When integrating 

multiple attention mechanisms, which attention mechanisms 

are selected? (2) When integrating multiple attention 

mechanisms, how is the serial or parallel processing method 

for the selected attention mechanisms determined? (3) Fusion 

Methods of ResNet and Multiple Attention Mechanisms. (4) 

In deep convolutional neural networks (CNNs), how to solve 

the problem of small object loss? 

Based on this, <Research on the pyramid model of parallel 

fusion attention mechanism based on channel-coordinates and 

its application in medical images> is proposed. The algorithm 

mainly achieves the following innovations: 

(1) In a multi-attention mechanism, choose to fuse channel 

attention and spatial attention mechanisms to achieve the 

integration between local and global features, as well as 

between short-range and long-range dependencies. 

(2) In the multi-attention mechanism, compare the research 

on the serial and parallel working modes and working order of 

channel-spatial attention. 

(3) The integration method of residual neural networks and 

the already defined multi-attention mechanism. 

(4) The problem of small object loss is solved by Utilizing 

a pyramid method to achieve multi-scale feature fusion. 

 

 

3. MODEL DESIGN 

 

3.1 Model design ideas 

 

In response to the issues raised in this paper, the channel 

attention mechanism and coordinate attention mechanism 

were selected as the basic attention mechanisms for multi-

attention mechanism fusion. The fusion mode and fusion order 

of the channel attention mechanism and the coordinate 

attention mechanism were studied, and the Channel-

Coordinate Parallel Fusion Attention Mechanism (Channel-

Coordinate PFAM) and its two models were proposed. This 

addresses the issues of fusion mode and fusion order and 

enables the effective integration of global channel attention 

and local coordinate attention, achieving spatial attention for 

lung nodules from three dimensions. The study also explored 

the integration of the Channel-Coordinate PFAM with ResNet. 

At the micro level, the fusion attention mechanism was 

introduced into the skip connection module of the ResNet 

network to achieve attention to microscopic image features. At 

the macro level, the fusion attention mechanism was 

introduced into the skip connection module of each ResNet 

layer, achieving layer-by-layer fusion and focusing on 

different deep features. At the deep model level, the pyramid 

algorithm was adopted to achieve feature fusion at different 

depth scales, constructing multi-scale feature associations for 

lung nodules and solving the problem of small lung nodule 

targets being lost as the depth of the deep neural network 

increases. 

Therefore, this paper constructs a Channel-Coordinate 

Parallel Fusion Attention Mechanism and integrates it with 

Resnet, forming a Resnet module with a fusion attention 

mechanism. This not only enables the algorithm to focus on 

important targets but also addresses the gradient vanishing 

problem. Additionally, the pyramid algorithm is introduced to 

establish connections between features at different scales and 

depths, solving the problem of small object loss in deep 

features of deep neural networks. 

 

3.2 Theoretical analysis 

 

In image analysis and understanding, detecting small targets 

is challenging due to their size and the strong abstraction 

capabilities of deep convolutional neural networks. Therefore, 

various technical approaches can be used to solve or avoid the 

issue of small target loss. This paper constructs a deep residual 

neural network based on a fused attention mechanism and 

pyramid algorithm to address the problem of small target loss. 

 

3.2.1 Channel coordinate attention mechanism selection 

In a deep convolutional neural network, the feature map 

sequence is constructed along the channel (C) dimension, 

consisting of feature sequences made up of X-Y dimension 

feature maps. 

(1) Channel attention mechanism: 

This mechanism enhances the feature representation of 

important channels by assigning different weights to the 

different channels of the feature map, while suppressing the 

features of unimportant channels, thereby improving the 

model's performance. The algorithm flowchart is as follows: 

Step 1. Input feature map: The input feature map 𝐹 ∈
𝑅𝐶×𝐻×𝑊, where 𝐶 is the number of channels, 𝐻 is the height, 

and 𝑊 is the width. 

Step 2. Global Pooling: Perform global average pooling and 

global max pooling on the input feature map long the spatial 

dimensions (i.e., H×WH × WH×W), generating two 

importance vectors that describe the significance of the feature 

channels. 

Average pooling descriptor 𝐹𝑎𝑣𝑔 

 

𝐹𝑎𝑣𝑔 =
1

𝐻 ×𝑊
∑ ∑ 𝐹𝑐,𝑖,𝑗

𝑊

𝑗=1

𝐻

𝑖=1
 (1) 

 

Max pooling descriptor 𝐹𝑚𝑎𝑥 

 

𝐹𝑚𝑎𝑥 =
𝑀𝑎𝑥
𝑖, 𝑗

(𝐹𝑐,𝑖,𝑗)  (2) 

 

Step 3. Shared Fully Connected Layer (MLP): Pass the two 

pooling descriptors mentioned above into a shared multi-layer 

perceptron (MLP) to obtain the channel-level attention 

weights. 

Calculate the attention weights using a two-layer MLP. 

 

𝑠 = 𝜎(𝑀𝐿𝑃(𝐹𝑎𝑣𝑔)) + 𝑀𝐿𝑃(𝐹𝑚𝑎𝑥) (3) 

 

Here, σ is the sigmoid activation function, used to constrain 

the weights between 0 and 1. 

Step 4. Channel Reweighting: Adjust the channel weights 

by multiplying with the input feature map on a per-channel 

basis, resulting in the weighted feature map. 

 

𝐹′ = 𝐹 ⋅ 𝑠 (4) 
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The channel attention mechanism captures which channels 

contain more valuable features by analyzing the global 

information of each channel. This allows the network to focus 

on those channels that are more important for specific tasks 

while suppressing irrelevant or redundant channel features, 

thereby enhancing the performance of the network. 

(2) Coordinate attention mechanism:  

This is an improved attention mechanism that addresses the 

limitations of traditional spatial and channel attention 

mechanisms in capturing long-range dependencies and feature 

localization. It combines the advantages of channel attention 

and spatial position encoding. By introducing coordinate 

information, the model can better capture the correlations 

between different spatial locations, making it particularly 

suitable for tasks that require precise localization and detail 

differentiation. The coordinate attention mechanism primarily 

considers coordinate information when capturing the global 

dependencies of feature maps, specifically the relative 

positional information in the spatial dimensions (Height × 

Width). Unlike conventional spatial attention mechanisms, 

coordinate attention not only considers the importance of each 

spatial location but also leverages global contextual 

information along the horizontal and vertical coordinates, 

allowing for more refined focus on the target areas. The 

algorithm flowchart is as follows: 

Step 1. Input Feature Map and Global Pooling: The input 

feature map size is H×W×C. Global pooling is performed in 

both the height and width directions to generate two one-

dimensional feature maps. 

Height direction 

 

𝑋ℎ=
1

𝐻
∑ 𝑋(𝑖, 𝑤, 𝑐)𝐻
𝑖=1   (5) 

 

Width direction 

 

𝑋𝑤=
1

𝑊
∑ 𝑋(ℎ, 𝑗, 𝑐)𝑊
𝑗=1   (6) 

 

Step 2. D Convolution and Fusion: Perform convolution 

operations on the two one-dimensional feature maps 

separately to generate horizontal and vertical attention maps. 

 

𝐹ℎ = 𝜎(𝐶𝑜𝑛𝑣1(𝑋ℎ))  (7) 

 

𝐹𝑤 = 𝜎(𝐶𝑜𝑛𝑣1(𝑋𝑤))  (8) 

 

Step 3. Coordinate Attention Fusion: Fuse the horizontal 

and vertical attention maps to obtain an attention map that 

incorporates global context and positional information. 

 

𝐴 = 𝐹ℎ⨀𝐹𝑊 (9) 

 

Step 4. Feature Weighting: Multiply the generated 

coordinate attention map with the input feature map on a per-

channel basis to obtain the enhanced feature map. 

 

𝑋′ = 𝐴⊙ 𝑋  (10) 

 

Advantages: Capturing Long-Range Dependencies: The 

coordinate attention mechanism captures global information in 

different directions by decomposing the spatial dimensions, 

allowing for better modeling of long-distance dependencies. 

More Accurate Spatial Localization: By introducing 

coordinate information, the coordinate attention mechanism 

can more precisely locate and distinguish different target areas, 

making it particularly suitable for tasks such as object 

detection and image segmentation. 

High Computational Efficiency: Compared to traditional 

spatial attention mechanisms, the coordinate attention 

mechanism decomposes the spatial dimensions, reducing 

computational complexity and improving the efficiency of the 

model. 

Therefore, effectively integrating channel attention 

mechanisms and coordinate attention mechanisms allows for 

focusing on channels that have higher importance in specific 

tasks while suppressing irrelevant or redundant channel 

features. It also enables attention to global dependency 

information across horizontal and vertical coordinates, 

allowing for more precise focus on target areas. This approach 

constructs a fusion of spatial local and global features, as well 

as short-range and long-range dependencies, facilitating the 

construction of features. 

 

3.3 Channel-convolution fusion attention mechanism and 

the application of Resent 

 

Based on the above research ideas, and inspired by the 

literature [54], this article designs Channel-Coordinate Fusion 

Attention Mechanism (Abbreviation: CCFAM) and Residual 

Module Based on Channel-Coordinate Fusion Attention 

Mechanism.  

 

3.3.1 Residual module based on channel-coordinate attention 

parallel mechanism  

(1) Mathematical representation of residual module-

CCAPM 

 

𝐹𝑋 = 𝑃𝑜𝑙𝑙𝑎𝑣𝑔(𝜎 (𝐶𝑜𝑛𝑣1 (
1

𝐻
∑ 𝐹(𝑖, 𝑤, 𝑐)𝐻
𝑖=1 ))) 

× (𝐹 ⋅ 𝜎

(

 
 
𝑀𝐿𝑃 (

1

𝐻 ×𝑊
∑ ∑ 𝐹𝑐,𝑖,𝑗

𝑊

𝑗=1

𝐻

𝑖=1
)

+𝑀𝐿𝑃 (
𝑀𝑎𝑥
𝑖, 𝑗

(𝐹𝑐,𝑖,𝑗))
)

 
 
) 

(11) 

 

𝐹𝑌 = 𝑃𝑜𝑙𝑙𝑎𝑣𝑔(𝜎 (𝐶𝑜𝑛𝑣1(
1

𝑊
∑ 𝐹(𝑗, 𝑤, 𝑐)

𝐻𝑊

𝐽=1
))) 

× (𝐹 ⋅ 𝜎

(

 
 
𝑀𝐿𝑃 (

1

𝐻 ×𝑊
∑ ∑ 𝐹𝑐,𝑖,𝑗

𝑊

𝑗=1

𝐻

𝑖=1
)

+𝑀𝐿𝑃 (
𝑀𝑎𝑥
𝑖, 𝑗

(𝐹𝑐,𝑖,𝑗))
)

 
 
) 

(12) 

 

𝑜𝑢𝑡 = 𝐴𝐷𝐷(𝜎(𝑝𝑜𝑜𝑙𝑎𝑣𝑔(𝑠𝑝𝑙𝑖𝑡𝑒2(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚 

(𝑐𝑜𝑛𝑣2𝑑(𝐶𝑜𝑛𝑐𝑎𝑡(𝐹𝑋, 𝐹𝑋))))))) 
(13) 

 

𝐹𝑟𝑒𝑠 = 𝐹 + 𝑜𝑢𝑡 (14) 

 

(2) Algorithm flowchart of residual module-CCAPM 
Based on the mathematical expression of the residual module-

CCAPM, the algorithm flowchart for the Residual Module-CCAPM 

is Figure 1. 

(3) Pseudocode for the residual module-CCAPM algorithm 

Based on the mathematical expression of the residual 

module-CCAPM, the pseudocode the residual module-

CCAPM are presented in Table 1. 

2252



 
 

Figure 1. Residual module based on channel-coordinate attention parallel mechanism (residual module-CCAPM) 

 

Table 1. Pseudocode table for the residual module-CCAPM algorithm 
 

Input: The input feature map 𝐹 ∈ 𝑅(𝐶×𝐻×𝑊), where 𝐶 is the number of channels, 𝐻 is the height, and 𝑊 is the width. 

Procedure: 

1. According to formula (1) to (8), calculate the channel attention and the X and Y coordinate attention in parallel for the image. 

 

{
 
 

 
 𝐹𝑐 = 𝐹 ⋅ 𝜎 (𝑀𝐿𝑃(

1

𝐻×𝑊
∑ ∑ 𝐹𝑐,𝑖,𝑗

𝑊
𝑗=1

𝐻
𝑖=1 ) + 𝑀𝐿𝑃(

𝑀𝑎𝑥
𝑖, 𝑗

(𝐹𝑐,𝑖,𝑗)))

𝐹𝑥 = 𝜎 (𝐶𝑜𝑛𝑣1(
1

𝐻
∑ 𝐹(𝑖, 𝑤, 𝑐)𝐻
𝑖=1 ))

𝐹𝑦 = 𝜎 (𝐶𝑜𝑛𝑣1(
1

𝑊
∑ 𝐹(𝑗, 𝑤, 𝑐)𝐻𝑊
𝐽=1 ))

   

 

2. According to formula (11) and (12), horizontally link the X-coordinate-channel attention and Y-coordinate-channel attention to form the 

coordinate-channel feature map. 

 

{
𝐹�̅� = 𝑃𝑜𝑙𝑙𝑎𝑣𝑔(𝐹𝑥)

𝐹𝑦 = 𝑃𝑜𝑙𝑙𝑎𝑣𝑔(𝐹𝑥)
  

 

3. 𝐶𝑜𝑛𝑐𝑎𝑡, c𝑜𝑛𝑣2𝑑, 𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚, 𝑠𝑝𝑙𝑖𝑡𝑒2, 𝜎 and ADD, etc., on the linked feature map, according to formula (13), sequentially perform 

operations such as Concat, Conv2D, BatchNorm, Split2, σ, and ADD on the coordinate-channel feature map. 

 

𝑜𝑢𝑡 = 𝐴𝐷𝐷(𝜎(𝑝𝑜𝑜𝑙𝑎𝑣𝑔(𝑠𝑝𝑙𝑖𝑡𝑒2(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑐𝑜𝑛𝑣2𝑑(𝐶𝑜𝑛𝑐𝑎𝑡(𝐹𝑋, 𝐹𝑋)))))))  

 

4. According to formula (14), calculate the residual result. 

 

𝐹𝑟𝑒𝑠 = 𝐹 + 𝑜𝑢𝑡  
 

Output: 𝐹𝑅𝑒𝑠  

3.3.2 Residual module based on channel-coordinate attention 

serial mechanism 

(1) Mathematical representation of residual module-

CCASM 

𝐴 = (𝜎 (𝐶𝑜𝑛𝑣1 (
1

𝐻
∑ 𝐹(𝑖, 𝑤, 𝑐)

𝐻

𝑖=1
)) 

× 𝜎 (𝐶𝑜𝑛𝑣1(
1

𝑊
∑ 𝐹(ℎ, 𝑗, 𝑐)𝑊
𝑗=1 ))))  

(15) 
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𝑂𝑢𝑡 = 𝑃𝑜𝑜𝑙𝑎𝑣𝑔((𝑁𝑜𝑛𝑙𝑖𝑛𝑒𝑟 

(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝐶𝑜𝑛𝑣2𝑑(𝐴)))))  
(16) 

 

𝑂𝑢𝑡 = 𝐹′ = 𝜎(𝑃𝑜𝑜𝑙𝑎𝑣𝑔(𝑜𝑢𝑡 ⋅ 𝜎(𝑀𝐿𝑃 

(
1

𝐻 ×𝑊
∑ ∑ 𝑜𝑢𝑡𝑐,𝑖,𝑗

𝑊

𝑗=1

𝐻

𝑖=1
) 

+𝑀𝐿𝑃(
𝑀𝑎𝑥
𝑖, 𝑗

(𝑜𝑢𝑡𝑐,𝑖,𝑗))))  

(17) 

 

𝐹𝑟𝑒𝑠 = 𝐹 + 𝑜𝑢𝑡 (18) 

(2) Algorithm flowchart of residual module-CCAPM  

Based on the mathematical expression of the residual 

module-CCASM, the algorithm flowchart for the Residual 

Module-CCASM is Figure 2. 

(3) Pseudocode for the residual module-CCAPSM 

algorithm 

Based on the mathematical expression of the residual 

module-CCASM, the pseudocode the residual module-

CCASM are presented in Table 2. 

 

 

 
 

Figure 2. Residual module based on channel-coordinate attention serial mechanism (residual module-CCASM) 

 

Table 2. Pseudocode for the residual module-CCAPSM algorithm 

 

Input: The input feature map 𝐹 ∈ 𝑅(𝐶×𝐻×𝑊), where 𝐶 is the number of channels, 𝐻 is the height, and 𝑊 is the width. 

Procedure: 

1. According to formula (15), calculate the X-coordinate attention and Y-coordinate attention of the image in parallel, and perform matrix 

multiplication. 

 

𝐴 = (𝜎 (𝐶𝑜𝑛𝑣1(
1

𝐻
∑ 𝐹(𝑖, 𝑤, 𝑐)𝐻
𝑖=1 )) × 𝜎 (𝐶𝑜𝑛𝑣1(

1

𝑊
∑ 𝐹(ℎ, 𝑗, 𝑐)𝑊
𝑗=1 ))))   

 

2. On the linked feature map, according to formula (16), sequentially perform operations such as conv2d, BatchNorm, Nonlinear, and 

𝑃𝑜𝑜𝑙𝑎𝑣𝑔 on the coordinate-channel feature map. 

 

𝑜𝑢𝑡 = 𝑃𝑜𝑜𝑙𝑎𝑣𝑔((𝑁𝑜𝑛𝑙𝑖𝑛𝑒𝑟(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝐶𝑜𝑛𝑣2𝑑(𝐴)))))  

 

3. According to Eq. (17), the channel attention mechanism is applied to the feature map, resulting in the calculation of: 

 

𝑜𝑢𝑡 = 𝐹′ = 𝜎(𝑃𝑜𝑜𝑙𝑎𝑣𝑔(𝑜𝑢𝑡 ⋅ 𝜎(𝑀𝐿𝑃(
1

𝐻×𝑊
∑ ∑ 𝑜𝑢𝑡𝑐,𝑖,𝑗

𝑊
𝑗=1

𝐻
𝑖=1 ) + 𝑀𝐿𝑃(

𝑀𝑎𝑥
𝑖, 𝑗

(𝑜𝑢𝑡𝑐,𝑖,𝑗))))   

 

4. According to formula (18), calculate the residual result. 

 

𝐹𝑟𝑒𝑠 = 𝐹 + 𝑜𝑢𝑡  

    

Output: FRes 
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3.4 Deep residual neural network that integrates channel-

coordinate attention mechanism and pyramid algorithm 

 

The Feature Pyramid Network (FPN) algorithm 

simultaneously leverages the high-resolution detail 

information from lower layers and the high-level abstract 

semantic information from upper layers. By fusing these 

different layer features, it achieves multi-scale feature fusion, 

addressing the problem of losing small objects. Additionally, 

predictions are made independently on each fused feature 

layer, which differs from conventional feature fusion methods. 

The Region Proposal Network (RPN) is an efficient and 

learnable region proposal generation algorithm that greatly 

accelerates object detection tasks. By integrating with 

convolutional neural networks, it enables end-to-end training. 

In lung nodule image segmentation, the role of RPN is to 

generate Regions of Interest (ROI), where more fine-grained 

segmentation is performed. 

By integrating FPN and RPN, this method can effectively 

improve the accuracy and efficiency of lung nodule image 

segmentation. FPN provides the ability to extract multi-scale 

features, while RPN helps generate candidate regions, 

allowing the segmentation task to focus on the lung nodule 

regions of interest. Combined with architectures like Mask R-

CNN, this approach can produce high-quality lung nodule 

segmentation results. This method is particularly effective for 

small object segmentation in medical images. 

Main step of algorithm  

Step 1. Input: M×N×N image; this paper uses a 

preprocessed subset of the LUNA16 image dataset, where the 

image sequence size is 3×512×512. Through the image 

sequence preprocessing method, the image sequence is 

processed into an image sequence of size 32×512×512, 

denoted as 𝐼32∗512∗512. 

Step 2. Feature learning: The Residual-CCFAM (Such as: 

CCASM or CCAPM) module is used to replace the 

convolutional processing module group of the deep 

convolutional neural network, constructing a deep 

convolutional neural network with a depth of 5 to complete 

deep feature extraction from the input images. Additionally, 

the feature map sequence at each depth level is preserved. 

 

𝐶𝑖 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 − 𝐶𝐶𝐹𝐴𝑀(𝐶𝑖−1), 𝑖 = 1,2,3,4,5 (19) 

 

Step 3. Multi-scale feature fusion based on pyramid 

algorithms: Using pyramid algorithms to fuse features at 

different depth scales, forming a feature set. 

 

𝑃𝑙 = 𝑐𝑜𝑛𝑣1×1(𝐶𝑖) + 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝑃𝑙+1)  (20) 

 

Here, 𝑃𝑙 is the feature map of each layer in the pyramid; 

represents a 1x1 convolution applied to the backbone feature 

map 𝐶𝑖  to reduce the channel dimension and enhance the 

features. 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝑃𝑖+1) upsamples the higher-level feature 

map 𝑃𝑖+1 to the same resolution as 𝐶𝑖 and performs element-

wise addition with 𝑐𝑜𝑛𝑣1×1(𝐶𝑖) . This process constructs a 

series of feature maps from the higher layer 𝑃5 down to the 

lower layer 𝑃2, following a top-down approach layer by layer. 

Step 4. Semantic segmentation feature generation: 

Complete two fully connected mappings, and then perform 

RPN transformation on the mapping results to generate a set 

of bounding box regression and classification outputs. 

The RPN slides a fixed-size window (in this paper, a 3×3 

convolutional kernel) over each generated feature map (𝑃𝑙) to 

extract local features and generate candidate boxes. 

 

𝑅𝑃𝑁(𝑃𝑙) = {𝑅𝑃𝑁𝑐𝑙𝑠(𝑃𝑙), 𝑅𝑃𝑁𝑟𝑒𝑔(𝑃𝑙)}

= 𝐶𝑜𝑛𝑣3×3(𝑃𝑙) 
(21) 

 

For each sliding window position, the RPN generates k 

anchors, which correspond to different scales and aspect ratios. 

Assuming each position generates k anchors, the output of the 

RPN includes: 

(1). Classification scores (cls): This represents the 

probability of each anchor being foreground (object) or 

background. 

(2). Bounding box regression (reg): This indicates the 

regression offset values for each anchor, used to adjust the 

coordinates of the anchors to better fit the objects. 

The overall structure of the deep residual neural network 

that integrates the channel-coordinate attention mechanism 

and pyramid algorithm is shown in Figure 3. 

Applying the RPN to feature maps 𝑃𝑙  of different scales 

generates multi-scale candidate boxes. By generating anchors 

on each feature map 𝑃𝑙 , the RPN can produce candidate 

regions at multiple scales. Thus, the RPN runs simultaneously 

across multiple scales in the FPN, and its output can be 

represented as: {𝑅𝑃𝑁𝑐𝑙𝑠(𝑃𝑙), 𝑅𝑃𝑁𝑟𝑒𝑔(𝑃𝑙)}. The classification 

and regression outputs from each layer correspond to a set of 

candidate boxes at different scales, which are ultimately 

refined by applying Non-Maximum Suppression (NMS) to 

eliminate redundant boxes. 

Step 5. NMS Post-processing 

Finally, the redundant candidate boxes generated at multiple 

scales are eliminated through Non-Maximum Suppression 

(NMS) processing to obtain the final region proposals. 

 

𝑃𝑟𝑜𝑝𝑜𝑠𝑎𝑙𝑠 = 𝑁𝑀𝑆({𝑅𝑃𝑁𝑐𝑙𝑠(𝑃𝑙), 𝑅𝑃𝑁𝑟𝑒𝑔(𝑃𝑙)}, 𝑙

= 1,2,3,4,5) 
(22) 

 

Output: The set of box regressions and classifications is 

called proposals. 

Based on this, the structure diagram of the Deep Residual 

Neural Network that Integrates Channel-Coordinate Attention 

Mechanism and Pyramid Algorithm is as follows: 

The model of this article is divided into five parts, the input 

module, the four-layer deep feature learning module based on 

the attention mechanism of this article, the feature fusion 

module of the multi-scale pyramid structure, the classification 

and prediction module and the output module. The input 

module can use appropriate processing algorithms [55] to 

generate input sequences according to different databases; the 

four-layer deep feature learning module based on the attention 

mechanism of this article implements feature extraction 

according to depth increments and generates four-scale fusion 

features; multi-scale In the feature fusion module, after the 

four scale features are subjected to FP operation, the 

upsampling method (Upsample) is used to realize the feature 

map size and then matrix operation is performed to realize four 

depth feature extraction and solve the layer-by-layer feature 

learning and fusion of small targets; According to the fused 

features of four scales, the classification and prediction 

module implements the classification and prediction of feature 

maps; the output layer is used to output the splitting results and 

display them on the original image. 
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Figure 3. Overall structure of deep residual neural network that integrates channel-coordinate attention mechanism and pyramid 

algorithm 

 

 

4. EVALUATION INDEX 

 

The algorithm in this article is designed to solve the 

detection of small targets such as pulmonary nodules. 

Therefore, the Mean Average Precision (mAP) method is 

selected as the evaluation target. mAP comprehensively 

considers precision and recall, and calculates their average to 

achieve multiple threshold evaluations, which can more 

comprehensively evaluate the model's performance in object 

detection tasks. Often used to handle multi-category target 

detection. 

The recall rate represents the proportion of all positive 

samples that are correctly predicted. The calculation method is 

as follows: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (23) 

 

Precision represents the proportion of all correctly predicted 

positive samples to all predicted positive samples. Calculated 

as follows: 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (24) 

 

The area value of the PR curve drawn according to the 

precision rate, recall rate and coordinate axis is the AP value. 

Since only one category is set, the AP value is equal to the 

mAP value. 

 

{
𝐴𝑃𝑖 = ∑ (𝑅𝑒𝑐𝑎𝑙𝑙𝑛 − 𝑅𝑒𝑐𝑎𝑙𝑙𝑛−1) × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑛

𝑚𝐴𝑃 =
1

𝐶
∑ 𝐴𝑃𝑖
𝑖=𝐶
𝑖=1

  (25) 

 

Jaccard Coefficient (also known as Intersection over Union, 

IoU) is a metric used to measure the similarity between two 

sets. It is defined as the size of the intersection of two sets 

divided by the size of their union: 

 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝐴∩𝐵

𝐴∪𝐵
  (26) 

 

F1 Score is a metric used to evaluate the performance of a 

classification model, particularly suitable for imbalanced 

datasets. It is the harmonic mean of Precision and Recall, and 

it provides a balanced measure of a classifier's accuracy and 

coverage in predictions. 

The formula for calculating the F1 score is: 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  (27) 

 

 

5. EXPERIMENTS AND ANALYSIS OF THEIR 

RESULTS 

 

5.1 Databases 

 

This article uses the LUNA16 [56] (Lung Nodule Analysis 

2016) data set derived from LIDC-IDRI (lung image database 

consortium and image database resource initiative), which is a 
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subset of the largest public lung CT image database. And press 

the "Filter out CT image conditions with slice thickness 

greater than 2.5 mm, select 888 CT images with slice thickness 

ranging from 0.6 to 2.5 mm, spatial resolution ranging from 

0.46 to 0.98 mm, and average diameter of 8.3 mm. Image 

construction data set. The criterion for pulmonary nodules in 

the LUNA16 data set is that at least 3 of 4 radiologists believe 

that the diameter of the nodule is greater than 3 mm, and a total 

of 1186 positive nodules are labeled. CT sequence, contains 

three dimensions: each image is the X, Y dimension, and the 

sequence is the Z dimension. A single CT sequence may 

contain multiple lung nodules at different locations. The data 

set is first segmented and then the data is enhanced. as the 

picture shows. 

Since LUNA16 uses the DICOM data format and not every 

CT slice contains lung nodule content, a custom image 

processing algorithm is implemented to initialize the LUNA 

database and generate the experimental dataset. The dataset 

consists of 3,800 images of lung nodules, which are split into 

training and testing sets in a 3:1 ratio. Specifically, the training 

set contains 2,850 images, while the testing set includes 950 

images. 

Therefore, the LUNA16 dataset and the processed data used 

in this experiment are shown in Figure 4. 

 

 
(a) Original dataset 

 
(b) Results of each stage of preprocessing 

 

Figure 4. The sample of LUNA16 

5.2 Experimental conditions 

 

The main software environment of this experiment includes 

the Windows 10 operating system, the application 

development environment Python 3.10 development 

environment, the PyTorch deep learning framework and its 

NVIDIA GPU support system; the main hardware includes a 

dual-channel Intel(R) Xeon Gold 6133 CPU; the memory is 

128 GB; 4 NVIDIA GeForce RTX 3090 GPUs with 24 GB of 

memory. The experiments in this article were conducted on 

GPU. 

 

5.3 Experiment of this article 

 

This article organizes three groups of experiments to verify 

the correctness and performance of the parallel fusion 

attention mechanism of channel and coordinate attention. The 

first set of experiments uses the Resnet structure as the carrier 

of the deep neural network to compare the performance 

advantages of different attention mechanisms and their 

integration. The second set of experiments compares the 

pyramid model based on the parallel fusion attention 

mechanism of channel and coordinate attention with other 

deep traditional excellent models. Specific experimental 

process: 

 

5.3.1 Performance verification of the attention mechanism in 

this article 

Using LUNA16 as the data set and the Resnet structure as 

the carrier of the deep neural network, we compare and verify 

the performance advantages of the attention mechanism in this 

article and the different attention mechanisms related to this 

article. The comparative experimental results are shown in 

Figure 5 and Table 3. 

Using Resnet as the deep learning framework, the 

experimental results of comparing the attention mechanism of 

this article with different attention mechanisms related to this 

article show that the optimal values of mAP and Recall of the 

two attention mechanisms proposed in this article are better 

than those listed in this article. force mechanism; as the epoch 

value increases, the mAP and Recall of the two attention 

mechanisms proposed in this article first increase, and then 

gradually become stable, and the overall performance is better 

than the related algorithms listed in this article. Therefore, the 

attention mechanism proposed in this article is correct and 

feasible on deep neural networks and has good performance 

advantages. The reason is that the SE module fuses local 

information into global information through compression 

operations and assigns high weight to target information by 

reducing the weight of unimportant information in the channel 

dimension. Therefore, using the SE module alone can improve 

the detection ability of nodules, but the classification ability of 

easily confused structures is still insufficient. According to the 

experimental results, the performance of the ECA (Efficient 

Channel Attention, ECA) module is slightly inferior to the SE 

module because the ECA module reduces the complex 

dependencies between channels through the cross-channel 

strategy, although a certain degree of channel relationships is 

retained. However, this strategy did not achieve good 

detection results in the overall detection process. The CBAM 

module separates channel attention and spatial attention, but 

the overall detection effect is poor compared with the SE 

module and ECA module. The algorithm in this article uses 

the channel and coordinate attention parallel refuse algorithm 
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to achieve complete integration of global features and local 

features, long-distance dependencies and local dependencies. 

Therefore, the attention mechanism in this article can achieve 

better performance. 
 

Comparison table 
 

Table 3. Comparison of detection reflects of different attention mechanisms based on resent 

 
Method mAP Recall Jaccard Coefficient F1 Score 

Res [40] 0.7765 0.4542 78.16 79.72 

Res-SE [41] 0.7785 0.4655 78.59 80.23 

Res-Coord [42] 0.7239 0.4284 73.87 75.33 

Res-ECA [43] 0.7452 0.4281 75.27 77.37 

Res-CBAM [44] 0.6524 0.4187 67.07 68.36 

ResSCBlock [45] 0.8328 0.4575 84.11 82.02 

Residual Module-CCASM 0.8351 0.4572 84.67 85.31 

Residual Module-CCAPM 0.8421 0.4599 85.56 86.43 

 

Comparison chart 

 

 
 

Figure 5. Comparison of mAP and Recall performance of different attention mechanisms 

 

5.3.2 Comparative study of this model and other traditional 

models 

On LUNA16 as the data set, VGG (Fast RCNN 

architecture), Resnet18, Resnet50, and ResSCBlock were used 

as comparative research objects to verify the performance 

comparative advantages of the pyramid model based on the 

parallel fusion attention mechanism of channel and coordinate 

attention proposed in this article. The comparative 

experimental results are shown in Table 4 and Figure 6. 

Using Resnet as the deep learning framework, the model 

proposed in this article compared with VGG (Fast RCNN 

architecture), Resnet18, Resnet50, and ResSCBlock. The 

experimental results show that: the mAP and mAP of the 

pyramid model based on the parallel fusion attention 

mechanism of channel and coordinate attention proposed in 

this article are the optimal value of Recall is better than the 

attention mechanism models listed in this article; as the epoch 

value increases, the mAP and Recall of the model proposed in 

this article first increase, and then gradually become stable, 

and the overall performance is better than those listed in this 

article. Related models. Therefore, the model proposed in this 

article is correct and feasible, and has good performance 

advantages. The reason is: the algorithm in this article uses the 

channel and coordinate attention parallel Rongfuhe algorithm 

to achieve the complete integration of global features and local 

features, long-distance dependencies and local dependencies. 

Therefore, the attention mechanism in this article can achieve 

better performance; this article The pyramid feature fusion 

mode is used to solve the problem of the disappearance of 

small target features of pulmonary nodules as the depth 

increases. Therefore, the pyramid model proposed in this 

article based on the parallel fusion attention mechanism of 

channel and coordinate attention has achieved better 

comparative advantages. 

 

Table 4. Comparison of detection reflects of different model 

 
Method mAP Recall Jaccard Coefficient F1 Score 

Vgg16 [46] 0.6164 0.3820 67.03 67.92 

ResNet18 [47] 0.7615 0.4403 77.23 77.89 

ResNet50 [48] 0.7915 0.4522 79.13 80.12 

Efcientnet-B0 [49] 0.7322 0.4211 74.18 75.61 

mobilenet_v3_large [50] 0.6457 0.3879 64.78 65.02 

ResSCBlock [51] 0.8308 0.4565 83.23 83.87 

Residual Module-CCASM 0.8238 0.4542 82.39 83.15 

Residual Module-CCAPM 0.8468 0.4632 84.67 85.78 
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Comparison chart: 

 

 
 

Figure 6. Comparison of mAP and Recall performance of different algorithms 

 

 

6. CONCLUSIONS 

 

Problems in the current stage of CT image processing for 

pulmonary nodules. <Research on the pyramid model of 

parallel fusion attention mechanism based on channel-

coordinates and its application in medical images> is proposed. 

This paper achieves the following innovations: (1) In a multi-

attention mechanism, choose to fuse channel attention and 

spatial attention mechanisms to achieve the integration 

between local and global features, as well as between short-

range and long-range dependencies. (2) In the multi-attention 

mechanism, compare the research on the serial and parallel 

working modes and working order of channel-spatial attention. 

(3) The integration method of residual neural networks and the 

already defined multi-attention mechanism. (4) The problem 

of small object loss is solved by Utilizing a pyramid method 

to achieve multi-scale feature fusion; The Residual Module-

CCASM and Residual Module-CCAPM models, which 

integrate attention mechanisms, were proposed. Based on 

these integrated attention mechanisms, two deep graph 

convolution algorithms were constructed to address the 

aforementioned problems for pulmonary nodules images. The 

models were validated on the LUNA16 dataset, and the 

experimental results demonstrated that the proposed 

algorithms are feasibility. Compared to traditional algorithms, 

the proposed methods exhibited better comparative 

performance. 

Although the algorithm in this article has made good 

research progress, it still needs the following improvements: 

(1) Data set size and versatility expansion. Verify this 

algorithm on a larger and more general medical data set; 

verify this algorithm on a non-medical image data set. 

(2) Based on the model of this article, design and implement 

more attention fusion mechanisms to replace the attention 

mechanism of this article, and verify the feasibility and 

comparative advantages of the attention mechanism. 

(3) Investigate the parameter settings of the proposed 

algorithm on the LUNA16 dataset to provide a reasonable 

parameter setting scheme for algorithm transfer. 
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