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Programming RRR-type serial arm robots, especially for pick-and-place tasks, is time-

consuming and intricate, often requiring the robots' temporary removal from service for 

programming and testing. This study proposes a haptic interface replicating the mechanical 

structure of RRR-type robots, integrating position sensors and stepper motors at each joint. 

This interface communicates with a virtual environment governed by the robot's 

mathematical model and task space data, allowing users to intuitively manipulate the 

virtual robot and record trajectories. Operational safety is ensured through joint locking to 

prevent collisions and avoid singular points. Comparative evaluations show significant 

reductions in computation time and enhanced learning efficiency compared to traditional 

methods. The evaluation includes measuring task completion times, demonstrates faster 

task accomplishment with the haptic interface. Beyond streamlining robotic arm 

programming, the approach prioritizes user-friendliness and operational efficiency, 

validated through experiments on both lab platforms and real robots. Additionally, the 

System Usability Scale (SUS) was employed to assess user satisfaction, with results 

indicating high user approval. These findings underscore the effectiveness of the haptic 

interface in advancing robotic trajectory learning and its potential for broader applications 

in robotics research and development. 
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1. INTRODUCTION

The use of virtual environments offers a significant 

advantage by providing one or more users with an immersive 

sensory-motor activity within a digitally created artificial 

world. This artificial world can be imaginary, symbolic, or a 

simulation of the real world based on a mathematical model 

[1]. To interact with this virtual environment, users employ 

various types of interfaces, including VR headsets, motion 

controllers, haptic interfaces, tracking cameras, motion 

platforms, motion sensors, and motion capture systems. 

Among these, haptic interfaces are particularly suitable for 

robotic applications [2, 3]. Programming robotic tasks is a 

prominent application of virtual reality and haptic interfaces 

[4, 5]. 

Robotics has revolutionized the industry with its flexibility, 

allowing the same robot to perform a wide range of tasks. In 

the realm of robotic task learning, various methods have been 

employed. Initially, simulations based on the geometric model 

of the robot were used [6, 7]. However, this offline method did 

not provide adequate visualization of the task in space. 

Command boxes that control the robot in joint or task space 

were developed, necessitating several trials on the robot and 

consequently significant production downtime. 

With the advent of virtual reality techniques [8], users can 

program their robots more efficiently by leveraging 3D 

visualization. Several robotic simulation platforms [9-11] 

have been developed, enabling users to visualize tasks and 

refine the learning process. The use of haptic interfaces with 

these platforms enhances immersion in the virtual 

environment [12]. 

Figure 1. Block diagram of the platform 

In this article, we present a haptic interface that we designed 

and developed to facilitate the programming of robotic tasks. 

The mechanical architecture of the interface is designed to 

resemble that of industrial robots, providing users with a better 

immersive experience during the learning phase. The article is 

structured into three sections. The first section reviews related 

works in robotic task learning using virtual reality with and 

without haptic interfaces. The second section describes our 

platform, which comprises three components: the mechanical 

design of the haptic interface resembling 3R manipulator 

robots, the data acquisition and control device, and the virtual 

environment, which includes the robot, its environment, 

mathematical model, and stops. The third section presents the 

evaluation of this robotic task learning platform, conducted 
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with 20 users. The synoptic of Figure 1shows the operational 

principle of our platform. 

 

 

2. RELATED WORKS 

 

Numerous studies have explored the integration of virtual 

environments and haptic interfaces in robotic task 

programming. Early works focused primarily on virtual 

environments without the inclusion of haptic interfaces, while 

more recent studies have integrated haptic feedback to 

enhance user interaction and immersion. 

We begin this section by presenting various works that 

address task programming in robotics using only virtual reality 

tools. We will explore the contribution of virtual reality in 

terms of understanding and the significant time savings 

compared to traditional methods. 

For instance, Darmoul et al. [13] developed a virtual 

environment for a robotic cell to validate its design and plan 

the implementation of the actual robotic cell. They 

demonstrated that the semi-immersive environment provided 

users with a sense of presence in the digital environment and 

allowed them to work with digital objects at a 1:1 scale, similar 

to the real world. They concluded that the application of virtual 

environments is beneficial for teaching and training purposes. 

Similarly, Loreto-Gómez et al. [14] conducted a formal 

evaluation comparing two teaching methods. The first method 

used traditional PowerPoint presentations and oral 

explanations to teach theoretical concepts and solve exercises 

for group A. In the second method, the professor added 3D 

simulations to teach the same concepts to group B. The results 

showed that students in group B performed significantly better, 

indicating that the use of 3D simulators improves academic 

performance and provides a valuable teaching tool for robotics. 

In another study, Togias et al. [15] proposed a method based 

on simple operations for designing processes and controlling 

industrial robots using virtual reality. Their primary goal was 

to reduce the time and effort required for reprogramming the 

robot without the physical presence of an operator. They 

successfully reduced both the effort and time needed for task 

programming. 

Further building on the advantages of VR, Monetti et al. 

[16] studied the impact of using a virtual robot for object 

manipulation compared to using a real ABB IRB 120 robot. 

They evaluated execution time and success rates to estimate 

programming efficiency. The results showed that students 

using virtual reality needed less time to complete tasks and 

achieved higher success rates. Most participants found the VR 

protocol very useful for familiarizing themselves with the real 

robot, highlighting the benefits of VR training over 

conventional methods. 

Building on these results, Wolfartsberger et al. [17] 

investigated whether VR-supported training improves 

learning success compared to traditional workplace training. 

Their results indicated that VR training applications had a 

positive and significant impact on learning outcomes. 

Several studies have also explored the integration of haptic 

interfaces in VR simulators for robotic programming.  

In the second part, we present various works that use virtual 

reality coupled with a haptic interface. This approach 

combines the use of a haptic interface and an immersive 

environment, allowing the user to save even more time during 

the robot programming phase. 

Aron et al. [18] developed a robotic task programming 

platform using a virtual environment (RobotStudio), a haptic 

interface, and an ABB IRB 1600 robot. They concluded that 

this approach reduces the required skill levels for 

programmers, shortens programming times, and provides a 

natural user interface for performing tasks as in the real world. 

In a related effort, Hurtado et al. [12] proposed a system that 

immerses users in a VR simulation of a real robot 

programming environment, enhancing the experience through 

tactile (haptic) and 3D visual feedback. 

An additional study conducted by Glamnikand and Šafarič 

[19] developed an application for controlling a KUKA KR5 

robot using the OMNI haptic interface, allowing real-time 

remote control of the robot. 

Another research effort by Gonzalez-Badillo et al. [20] 

created a VR platform with a haptic interface for planning and 

evaluating assembly processes of two parts. 

Additional advancements were made by Marzszalik [21] 

designed an application for calibrating and aligning the joint 

values of the OMNI haptic interface with a manipulator robot, 

demonstrating minimal errors between the real and simulated 

robot trajectories. 

Further exploration in this area was carried out by Crespo et 

al. [22] developed a virtual reality simulator using Unity3D to 

simulate the behavior of the Mitsubishi Movemaster RV-M1 

robot, improving student's understanding of the robot's 

operation in a virtual environment. It was designed to reduce 

the student's learning curve by displaying a complete virtual 

environment where the three-dimensional model of the robotic 

arm could be visualized and programmed according to the real 

environment. The evaluation showed that 53% of participants 

found it faster, 20% found it more attractive, 80% thought the 

system allowed for better understanding of the robot's 

functioning, 60% found it easy to introduce a robot sequence 

into the virtual application, 70% executed the sequence with 

the same precision in the real model, and 100% believed the 

system could be a beneficial learning tool. 

Dhivin et al. [23] proposed a bilateral controller for a robotic 

manipulator using a haptic device. It allows the operator to 

control the 5-DOF robot remotely using a Phantom Omni 

master device, improving control in dynamic environments. 

Knopp et al. [24] introduced a novel approach using the 

KUKA LBR robot as a haptic interface in a VR environment 

for simulating invasive surgical interventions, providing 

significant force feedback. 

Complementing these findings, Andersson and Syberfeldt 

[25] conducted a study to determine if using virtual reality 

with appropriate feedback could provide an effective platform 

for training and familiarization. They used haptic feedback 

from VR controllers to simulate physical interactions with 

collaborative robots. Their results showed that participants 

considered the moving haptic feedback as the most appropriate 

representation. 

Despite significant progress, challenges remain in achieving 

high levels of user immersion and realistic interaction in 

robotic task programming using virtual environments and 

haptic interfaces. Most works rely on the OMNI interface, 

which, while precise, has limitations due to its restricted joint 

angle range and workspace volume. The base joint ranges 

from -50° to +55°, the second joint ranges from 0° to 105°, and 

the third joint's range depends on the second joint's values 

(Figure 2) [26]. Additionally, the OMNI's geometry does not 

resemble that of manipulator robots, and its workspace volume 

does not reflect that of a real robot (Figure 3). Furthermore, 

using the OMNI requires mapping between the OMNI's joint 
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angles and the real robot's angles [21]. 

 

 
 

Figure 2. Dependency of  on  

 

 
 

Figure 3. Workspace of the OMNI 

 

While previous studies have made significant strides in 

integrating virtual reality and haptic interfaces for robotic task 

programming, many still face limitations, particularly in terms 

of hardware flexibility, precision, and user immersion. Most 

notably, the OMNI interface, widely used in past research, is 

constrained by its limited joint angles and workspace, reducing 

its applicability to complex robotic tasks. Our work builds on 

these foundations by addressing these hardware limitations. 

We developed a novel haptic interface that replicates the 

mechanical structure of RRR-type robots, incorporating 

position sensors and stepper motors to improve accuracy and 

user interaction. By offering real-time feedback and 

eliminating the need for angle mapping, our solution enhances 

both operational efficiency and user immersion. This work, 

therefore, represents a significant advancement in haptic-

enabled robotic programming, paving the way for more 

intuitive and effective task learning in virtual environments. 

 

 

3. METHODOLOGY 

 

Our work aims to design a haptic interface that has the same 

mechanical structure as 3R-type robots for robotic task 

programming. This design eliminates the need for angle 

mapping and the use of reverse kinematics, thus avoiding 

issues with singularities and multiple solutions. It significantly 

enhances user immersion by providing more natural 

interaction. In previous work [27, 28], we utilized direct 

current (DC) motors to generate haptic feedback in the form 

of variable force. While DC motors are effective for producing 

variable forces, they are limited in torque, making them 

unsuitable for applications requiring high torque generation. 

In this study, we need to generate substantial torques to 

simulate blocking and prevent any collisions with the 

environment or between the robot's body parts. Therefore, we 

have opted to use stepper motors due to their superior holding 

torque capabilities. When the user reaches a limit or a collision 

point, a command is sent to the stepper motors to lock them in 

place, providing the necessary resistance to simulate blocking. 

This choice simplifies the design while ensuring that the 

stepper motors deliver the significant torque required for 

accurate and realistic haptic feedback during locking. 

 

3.1 Research design 

 

This research follows an experimental design, focusing on 

developing, implementing, and testing a customized haptic 

interface for robotic task programming. The hypothesis is that 

the customized haptic interface will provide higher torque and 

better blocking capabilities than the OMNI interface, leading 

to greater user immersion and efficiency.  

The experimental setup includes a virtual environment 

created with 3DSMax and Visual Studio using OpenGL, and a 

haptic interface built with stepper motors and position sensors, 

connected via a Microchip 18F4450 microcontroller. 

Participants will use both interfaces to perform robotic 

programming tasks, with data collected on torque, blocking 

capability, task completion time, and user feedback. Statistical 

methods will be used to compare the performance of the two 

interfaces. 

 

3.2 Mechanical design 

 

We focused on the manipulator's first three joints, which are 

responsible for the tool's positioning. This design simulates the 

behavior of 6R robots, enhancing transparency and user 

immersion. The articulated arm was initially designed using 

SolidWorks (Figure 4), allowing a detailed preview of each 

part, including dimensions and constraints. This process 

enables optimization before physical realization. The 

articulated arm consists of a chassis incorporating the first 

degree of freedom (the base) and two articulated segments 

forming the other two degrees of freedom. The structure 

elements are designed to minimize weight and increase 

strength, inspired by the human forearm. The primary material 

used is wood. 

 

 
 

Figure 4. Appearance of pre-assembly and final assembly of 

the articulated arm 

 

The primary material used is wood, chosen for its 

lightweight and time-saving benefits during the design phase. 

Wood prototyping offers distinct advantages, particularly in 

rapid mechanical design iterations. It allows for quick and easy 

modifications without requiring specialized tools, making it 

ideal for testing different configurations of motors, sensors, 

and gears. In contrast to 3D printing, which involves longer 

lead times from design in SolidWorks to printing, wood 

enables faster construction and adjustment. This flexibility 

significantly reduces the overall prototyping time. 

Additionally, the cost-effectiveness of wood, combined with 

its ease of handling, makes it a practical choice for building 

and refining prototypes. Several prototypes were created using 

wood, allowing us to seamlessly integrate the components 
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while optimizing the design for performance. 

To incorporate the sensors and motors into our structure, we 

used gears between the motor axes and the sensor axes (Figure 

5). These gears were designed to achieve better precision in 

sensor readings and improved torque for the motors. The 

sensors are potentiometers, and a voltage/angle identification 

procedure was performed for each joint. The motors are 

stepper motors, used for blocking the joints. The stepper 

motors used are model 55SI-25DAYA (nominal voltage=12 

volts, nominal current=330mA, coil resistance=36Ω, holding 

torque=1350g/cm, and 48 steps per revolution). We used 5KΩ 

multi-turn potentiometers. 

This assembly forms the mechanical part of our interface 

(Figure 6). 

 

 
 

Figure 5. Motors and sensors integrated into the mechanical 

structure 

 

 
 

Figure 6. Mechanical structure final assembly 

 

3.3 Electronic design 

 

This section outlines the architecture of the electronic board 

(inputs/outputs) of our interface, designed around the 

Microchip PIC 18F4550. The architecture consists of three 

main components: sensor data acquisition via analog inputs 

(Port A of the PIC 18F4550), motor control for the articulated 

arm (haptic interface) via digital outputs (Port B of the PIC 

18F4550), and bidirectional communication with the virtual 

environment via a USB port. The PIC 18F4550 was chosen for 

its easy-to-program USB module for data transmission. No 

data processing is performed at the PIC 18F4550 level. 

Our goal is to simulate virtual fixture, for which we use 

stepper motors to create a blocking sensation. The blocking 

command is generated at the PC level (virtual environment + 

geometric model) and transmitted to the PIC. The PIC then 

sets high levels on B0, B1, and B2 (Port B). These signals are 

sent to three drivers based on H-bridge L298 circuits, which 

set all phases (A, B, C, D) of the stepper motors to the same 

12V potential. This results in an instant blocking effect, 

thereby simulating a virtual stop. 

 

3.4 Virtual environment design 

 

Creating a virtual simulator is essential for real-time 

communication and interaction between the articulated arm 

and the virtual environment. To achieve real-time performance, 

our application was optimized to minimize data transmission 

time between the acquisition card and the virtual robot. The 

robot and its virtual environment were designed using 

3DSMax and exported to the Visual Studio platform via Okino 

Polytrans. Visual Studio, using the OpenGL library, was then 

used to generate the scene and the virtual robot. 

Components and Process 

3D Modeling: The robot was meticulously designed using 

3DSMax to ensure accurate and realistic representations 

(Figure 7). 

Exporting Models: The 3D models were exported from 

3DSMax to Visual Studio using Okino Polytrans to maintain 

model integrity and fidelity. 

Scene Generation: The Visual Studio environment, 

leveraging the OpenGL library, was used to create the virtual 

scene and integrate the virtual robot with its environment 

(Figure 8). 

Real-time Interaction: The system was optimized for real-

time interaction, ensuring that the articulated arm's movements 

are accurately mirrored in the virtual environment with 

minimal latency. 

By optimizing the data transmission process and leveraging 

powerful design tools, our virtual environment provides a 

robust and responsive platform for users to interact with the 

haptic interface and the virtual robot, enhancing both 

immersion and operational efficiency. 

 

 
 

Figure 7. Robot in 3DSMax 

 

 
 

Figure 8. Robot and its environment 

 

To ensure that the virtual robot behaves identically to the 

real robot, we employed the direct geometric model, 
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developed using the Denavit-Hartenberg method [29]. 

We integrated the direct geometric model equations (Eqs. 

(1)-(3)) into the virtual robot, including its joint and Cartesian 

(end-effector) stops, to stay within the robot's working area. 

This model allows us to know the end-effector's position in 

real-time and can also be used to simulate any other 3R-type 

robot by adjusting the segment lengths (l1, l2, and l3) and stops. 

The real-time Cartesian positions (X, Y, and Z) of the end-

effector are obtained as follows: 

 

X = cos(𝜃1) ∗ [𝑙3sin(𝜃1 + 𝜃2) + 𝑙2 sin(𝜃2)] (1) 

 

𝑌 = sin(𝜃1) ∗ [𝑙3sin(𝜃1 + 𝜃2) + 𝑙2 sin(𝜃2)] (2) 

 

𝑍 = 𝑙3 cos(𝜃2 + 𝜃3) + 𝑙2 cos(𝜃2) + 𝑙1 (3) 

 

3.5 Operation 

 

Our application's operation is based on the synoptic shown 

in Figure 9. During a task programming scenario, the user 

manipulates the haptic interface to vary the joint angles. These 

angle values are sent to the virtual environment and processed 

by the robot's direct kinematic model. The user can visualize 

the virtual robot's movements in real-time and observe the 

position of the robot's end-effector. 

This scenario includes a loop involving the user interface, 

the virtual environment, and the direct kinematic model until 

the desired position is reached. Once the user achieves the 

desired position, they save the corresponding joint values. 

When the user manipulates the haptic interface, if they reach 

a joint or Cartesian stop, the application (virtual 

environment/kinematic model) will inform them by blocking 

the relevant joint(s) or displaying a visual alert. The user must 

then reverse their movement to remain within the operational 

limits. 

The direct kinematic model ensures that the virtual robot 

behaves identically to the real robot, allowing for accurate 

simulation and task programming. The integration of the 

model provides real-time feedback on the end-effector's 

position, which is crucial for precise task execution and 

learning. 

 

 
 

Figure 9. General operating flowchart of our platform 

4.EVALUATION 

 

Evaluating a VR application involves considering various 

factors, such as user domain knowledge, feedback devices, and 

the virtual environment. It is essential to have a reliable 

platform for accurate evaluation, and the questionnaire must 

be targeted effectively. 

Lordache [7] developed a VR application evaluation tool 

structured across multiple dimensions. The first dimension 

pertains to the ergonomics of feedback interfaces (haptic 

feedback), the second to the high realism of the virtual 

environment, and the third to the pedagogical effectiveness of 

the tested applications.  

Ellis et al. [30] concluded that there are significant 

differences in user evaluations of VR applications, 

emphasizing the importance of designing resources that meet 

the needs of different user profiles.  

Monetti et al. [16] used two approaches: one with a real 

robot and the other with a virtual robot. Execution time and 

success rates were used to estimate learning efficiency. 

In our study, we conducted tests with a panel of users 

comprising master's students in robotics and robotics 

technicians working in the industry. The users were randomly 

selected, each in their own group, without establishing specific 

criteria. We thought this would give more credibility to our 

assessment. The panel included 4 female and 6 male subjects 

with an average age of 23 years. 

In selecting the panel: we considered two criteria. 

The first is that second-year master's students in automation 

and systems (a program offered at our institution) have a 

strong theoretical background but very little practical 

experience. This is relevant to understand the advantages 

brought by the use of our platform in the educational field and 

its relevance for teaching robotics, particularly robotic tasks. 

The second criterion is that robotics technicians have good 

practical skills in the field of robotics since they come from 

industry, but their theoretical knowledge is rather vague. 

Therefore, this will allow us to evaluate our platform in 

another area, which is the learning of tasks in the industrial 

environment 

This will allow us to determine whether it is well-suited for 

students with a strong theoretical background as well as for 

robotics technicians with solid practical experience, and to 

evaluate the potential of our platform in terms of time savings 

for programming robotic tasks. 

 

4.1 Evaluation protocol 

 

The users participated in a robotics course covering direct 

and inverse kinematics, workspace, and joint space. They were 

provided with a computer running our virtual environment and 

tasked with finding the Cartesian coordinates of three points 

in the task space of the tool. Users followed two different 

protocols: 

 

1. Virtual environment without haptic interface 

a. Users relied solely on visualizing the virtual environment 

to input the joint values θ1, θ2, and θ3. This process was 

repeated until the desired position was reached. The advantage 

of this protocol was the 3D visualization of the robot and its 

environment, aiding users in selecting the joint values. 

b. We did not use the inverse kinematic model to avoid users 

having to choose between multiple solution sets for θ1, θ2, and 

θ3. 
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2.Virtual environment with haptic interface 

a. Users utilized the haptic interface within the same virtual 

environment, allowing for full immersion in the virtual world. 

Movements imposed on the haptic interface, causing 

variations in angles θ1, θ2, and θ3, resulted in real-time 

animations of the virtual robot in the task space. 

b. This method helped users find the θ1, θ2, and θ3 values 

corresponding to the desired end-effector position. The haptic 

interface automatically introduced the angular values of its 

joints, displaying the X, Y, and Z coordinates of the end-

effector in the task space. 

Users were then asked to propose three intermediate points 

between the previously found points, making a total of six 

points. 

After completing both protocols, users answered a series of 

questions. 

 

4.2 Evaluation of tests 

 

This procedure allowed us to evaluate both methods and 

determine which was faster, more practical, more effective, 

and provided better immersion in the virtual environment. 

The evaluation involved a questionnaire divided into two 

parts. The first part assessed user satisfaction with or without 

the haptic interface. The second part evaluated the relevance 

of using the haptic interface. A final quantitative assessment 

was based on the task completion times with and without the 

haptic interface. 

 

Questions for evaluating satisfaction: 

Did you enjoy the part without the haptic interface? 

Did you enjoy the part with the haptic interface? 

How did you find the handling without the haptic interface? 

How did you find the handling with the haptic interface? 

Did you find the exercise easy without the haptic interface? 

Did you find the exercise easy with the haptic interface? 

Did the interface spark interest? 

 

Questions for evaluating relevance: (forme) 

If you had to program a robot for a given task, would you 

use the interface?  

Do you think the interface enhances understanding and 

visualization?  

Do you think the interface helped you immerse yourself in 

the robot's environment?  

Do you prefer using the haptic interface or not? 

 

 
 

Figure 10. Boxplot of responses related to satisfaction for the 

first seven questions 

 

4.3 Results 
 

A scale of 1 to 5 was provided to the users, with 1 indicating 

not at all satisfied and 5 indicating very satisfied. The results 

of the responses to questions 1, 2, 3, 4, 5, 6, and 7 are 

illustrated in the following graphs (Figure 10). 

Evaluation of the Relevance Criterion: This evaluation 

presents the users' responses to questions 8, 9, 10, and 11, 

which demonstrate the users' adherence to the use of the haptic 

interface as shown in Figure11. 

Evaluation of the Speed Criterion (Time Efficiency): 

This evaluation shows the time taken by users to complete the 

two exercises as illustrated in Figure 12 and Table 1. 

 

 

 
 

Figure 11. Responses to questions 8, 9, 10 and 11 

 

 
 

Figure 12. Boxplot of the time taken by each user for the test 

with and without the interface 
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Table 1. Execution time for each user during the test, with 

and without the interface (time in seconds) 

 
 Without Interface (sec) With Interface (sec) 

User 1 41 16 

User 2 34 9 

User 3 27 8 

User 4 55 7 

User 5 55 8 

User6 30 9 

User 7 28 10 

User 8 38 10 

User 9 40 12 

User 10 25 7 

 

4.4 Discussion 

 

The boxplot of the results from the first seven questions 

(Figure 10) shows that users are relatively satisfied with the 

haptic interface and find it easier to use for the given exercise 

compared to the part without the interface. 

The results illustrated in the previous Figure 11 show a 

predominance of affirmative responses, indicating that users 

have better understanding and visualization due to the ease of 

immersion in the robot environment for a given task with the 

haptic interface. 

The boxplot of the times with and without the haptic 

interface (Figure 12) shows that the haptic interface reduces 

the time for understanding, visualizing, and solving the 

exercise by four times. However, these results are subject to 

limitations such as: 

·It was not possible to verify if the results obtained were 

influenced by the way we explained the concepts and methods 

for solving the exercises. 

·It was not possible to verify if the poor performance of 

some students was due to their deficits in spatial visualization. 

·We noticed that the group of technicians adapted to using 

the platform much more quickly, which is due to their practical 

experience. The student group took a bit longer to adapt, as it 

was new for them, but in the end, the results were almost 

identical in terms of evaluations. 

·The technicians were quicker in learning the task, but 

once the students became familiar with the platform, their 

results improved. 

 

4.5 System Usability Scale 

 

The System Usability Scale (SUS) [31] was applied to our 

platform. We submitted the 10 questions to 10 users. The 

overall average score of the users is 73.25 (min=62.5 to 

max=82.5). This score reflects a good appreciation of our 

platform. 

 

4.6 Evaluation's conclusion 

 

The haptic interface achieved the expected results due to the 

ease of use it offered and the time savings obtained compared 

to the method without the interface. We also note that the user 

panel was generally satisfied with what the interface provided. 

 

 

5. CONCLUSIONS 

 

In this study, we developed a comprehensive robotic task 

learning platform integrating a haptic interface with a virtual 

environment, significantly enhancing task learning efficiency 

and effectiveness. Our evaluation demonstrated that the haptic 

interface facilitates learning, even for users with limited 

robotics knowledge, by providing an immersive experience 

that improves understanding of robotic movements. Notably, 

tasks were completed four times faster compared to a non-

haptic platform, highlighting substantial time efficiency. Users 

reported high satisfaction and engagement, emphasizing the 

system's ease of use and enhanced interaction. To further this 

research, we are developing a more advanced interface with 

six degrees of freedom instead of three. With the experience 

gained from our work, we will use 3D printing technology in 

its design. This new interface will be integrated into virtual 

simulation platforms that have a rich library of industrial robot 

manipulators, such as V-REP, Robot Studio, and Rviz. This 

will enable more comprehensive task simulations and broaden 

the scope of applications to a wide range of robots. 

Future improvements will focus on refining user interface 

design to enhance intuitiveness and accessibility. Overall, our 

study underscores the potential of haptic interfaces in 

transforming robotic task programming and learning, 

contributing significantly to the field of human-robot 

interaction. 
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