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Accurate energy consumption forecasting is essential in the decision-making process, and 

in optimizing energy production and distribution to meet customers’ demands, especially 

given the fluctuating demand. The widespread deployment of smart meters has 

revolutionized the collection of time-series data on energy consumption, providing 

detailed insights into usage patterns at a granular level. This paper presents a 

comprehensive comparison of eight time-series forecasting models: Autoregressive 

Integrated Moving Average (ARIMA) and Seasonal ARIMA (SARIMA), Decision Trees 

(DT), K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Artificial Neural 

Networks (ANN), Convolutional Neural Networks (CNN), and Long Short-Term Memory 

networks (LSTM) to assess the most efficient model on the smart meters’ dataset. The 

models are evaluated using several statistical metrics, and based on the experimental 

results analysis, the LSTM model provided the best prediction performance with an RMSE 

of 2.106, a MAPE of 0.19, and a MAE of 1.599. 
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1. INTRODUCTION

Energy consumption forecasting is a critical task in energy 

management and sustainability. With rising energy demand, 

electricity production must meet consumers' demand, and 

accurate prediction of energy consumption is essential for 

optimizing energy production and distribution. Therefore, 

based on consumer demand, which varies during peak hours, 

weekdays, weekends, and holidays, the power infrastructure 

must promptly adapt its power generation level to match 

consumers demands without experiencing any shortages or 

waste, especially since electricity cannot be easily stored [1]. 

On the other hand, the rapid advancements in technology and 

the increasing demand for efficient energy management have 

led to the widespread deployment of smart meters, with 

millions being deployed in houses. These smart meters 

generate a vast amount of time-series data on energy 

consumption, and revolutionized the way energy consumption 

data is collected, providing detailed information about energy 

usage patterns at a granular level (e. g, household level). 

Analyzing this data is crucial for optimizing energy usage, 

predicting future demand, and enhancing grid stability [2]. 

Energy consumption forecasting is crucial for the operational 

management of electrical grids. Power generation needs to 

align with demand in real-time to maintain grid stability, and 

over- or under-estimating energy demand are inadequacies in 

energy manipulation that can lead to wastage and unnecessary 

operational costs, or blackouts and brownouts. Renewable 

energy production often fluctuates due to weather conditions; 

therefore, reliable consumption forecasts allow grid operators 

to plan backup generation, ensuring consistent power delivery 

even during periods of low renewable output. It also plays an 

important role in helping households manage their energy 

usage more effectively. Automated systems use consumption 

forecasts to manage appliances, heating, and cooling for 

optimal energy usage, and provide consumers with insights 

into their energy consumption patterns to encourage energy-

saving behaviors [3]. Furthermore, while more precise 

matching of supply and demand reduces reliance on inefficient 

and high-emission backup generators, governments and 

corporations can use forecasting data to design targeted energy 

efficiency programs, identifying high-consumption periods or 

sectors for improvement. 

As a result, building models capable of assessing electric 

time-series from smart meters and effectively inferring and 

forecasting energy consumption is crucial [4, 5]. It implies 

proper scheduling of power facilities to ensure production is 

near real demands for given times, and thus benefiting 

technically and economically from both an operational and 

commercial standpoint. Indeed, regulatory agencies can 

penalize grid operators if their prediction significantly departs 

from what is actually needed and consumed. The Colombian 

Comisión de Regulación de Energía y Gas (CREG, 

https://creg.gov.co/) imposes fiscal penalties on energy 

suppliers with a prediction percent inaccuracy exceeding a 

specific threshold [6]. Therefore, multiple techniques seek to 

solve the energy consumption prediction problem. Traditional 

time-series forecasting models such as ARIMA 

(Autoregressive Integrated Moving Average) and SARIMA 

(Seasonal ARIMA) have been widely used for their simplicity 

and interpretability [5-10]. However, the advent of machine 

learning (ML) and deep learning (DL) has introduced more 
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sophisticated models, including Support Vector Machines 

(SVM), Decision Trees (DT), k-Nearest Neighbors (KNN) 

[11-16], Artificial Neural Networks (ANN), Convolutional 

Neural Networks (CNN), and Long Short-Term Memory 

networks (LSTM) [5, 17-22]. This research paper aims to 

comprehensively compare these three categories’ models in 

the context of energy consumption forecasting. By leveraging 

the time-series data collected from smart meters, we evaluate 

each model’s performance using several statistical metrics to 

identify the most effective model. The comparison of these 

models is crucial for understanding the strengths and 

limitations of each approach and for selecting the most 

appropriate model for energy consumption forecasting 

applications. The results of this study will provide valuable 

insights into the performance of different models for energy 

consumption forecasting and help practitioners chose the most 

adequate one for their specific energy consumption forecasting 

applications. 

The rest of this work is structured as follows: Section 2 

reviews the relevant literature on energy consumption forecast 

models. Section 3 presents the dataset and the preprocessing 

steps and details the methodology, including model 

specifications and evaluation metrics. Section 4 shows the 

empirical results and analysis, and Section 5 concludes this 

paper with key findings and discusses future research 

directions. 

 

 

2. LITERATURE REVIEW 

 

The forecasting of energy consumption has been a topic of 

significant interest in the research community, with various 

modeling approaches being explored and compared. The state-

of-the-art models fall into three categories: traditional 

statistical methods, modern DL techniques, and classic ML 

algorithms.  

Time-series forecasting is a well-established field with 

numerous applications in various domains, including energy 

consumption forecasting. Conventional statistical models like 

ARIMA and SARIMA have widely been used for energy 

consumption forecasting thanks to their straightforwardness 

and ease of implementation. For example, the study [7] 

adopted ARIMA to forecast daily household load, and the 

study [23] for predicting peak electrical energy consumption. 

Others also utilized it as an approach to forecasting daily peaks 

and electrical load [8, 9, 24], to predict domestic, commercial, 

and industrial electricity demand in Ghana [25], forecast 

electricity consumption in Pakistan [10], forecast Turkish fuel 

primary energy demand [26], and predict energy consumption 

in China [11]. Similarly, SARIMA was applied to predict the 

demand for electricity in China [27], predict energy in Ghana 

[12], and forecast electric load time series [19, 28].  

Recently, DL models have also been successfully applied to 

extract insights from time series data. The LSTM model has 

been used in time-series forecasting tasks including the energy 

consumption field by effectively capturing long-range 

dependences in the data. For instance, a study applied an 

LSTM model in forecasting short-term load for a grid operator 

in Columbia [6] while others used it to predict the periodic 

energy consumption [29], to foresee the production of broken 

horizontal wells in a volcanic reservoir [18], predict short-term 

electrical load [19], emphasize the value of spatiotemporal 

locality in spotting patterns, as well as sequentially assessing 

multi-attribute industrial data for future projections [20], and 

for accurately forecasting the output power of photovoltaic 

systems [30]. CNN models have been successfully employed 

with time-series data to forecast electrical energy consumption 

[21, 22, 31, 32], as well as in other fields when having to 

manipulate time-series datasets. This study applied a 1D CNN 

model to take in charge time-series data and forecast 

premature ventricular contraction in children [33], while 

others applied it to fields like finance and industry [33, 34]. On 

the other hand, academics have also applied ANN to 

successfully forecast time-series data. For instance, Chitsaz et 

al. [35], employed ANN in a short-term electricity load 

prediction scenario and Panapakidis and Dagoumas [36] used 

it to predict day-ahead price. Others have applied CNN to 

predict the Iranian renewable energy consumption [37], long-

term energy consumption in Greek [38], short-term load 

conditions in future [39], the natural gas consumption [40], 

and electricity demand in Thailand [41].  

Traditional ML models were also intensely studied and 

successfully used for energy consumption forecasting. SVM 

has been utilized by Kaytez et al [13]. to predict electricity in 

Turkey, Liu et al. [42] applied it to predict energy time-series 

data in office and campus buildings, and Fu et al. [43] 

employed it to infer the following-day electricity load of 

public buildings. The SVM has also been studied with time-

series data in different domains [14]. Other academics have 

applied DT models to forecast time-series data. For example, 

Basu et al. [15] used it to predict appliance usage, and another 

study [44] utilized DT to build a system that considers 

sequential relationships to predict home appliance usage. On 

the other hand, the research community has also studied KNN 

for forecasting time-series data in this field. For instance, 

Troncoso Lora et al. [16] utilized a KNN model to forecast 

electric energy data for Spain. Lei et al. [17] used it to forecast 

the electrical day-to-day load data for a district in Chongqing, 

Brown et al. [45] suggested a KNN-based model for building 

energy modeling and detecting events in real-time, Al-Qahtani 

and Crone [46] employed a multivariate KNN model to predict 

the electricity demand in the UK per hour, and Lachut et al. 

[47] applied it to predict the power draw of appliances and 

home energy consumption in Arkansas.  

The models discussed have shown promising results and 

performances in predicting time-series data in other domains 

other than the energy sector. They have been successfully used 

to predict seasonal item sales [48], Covid-19 [49], gold price 

[50], crude oil prices [51], surface water quality [52], air 

pollution [53] and for profit forecasting [54]. 

 

 

3. METHODOLOGY 

 

3.1 Dataset and data preprocessing 

 

In this study, we have used the Electricity Customer 

Behaviour Trial dataset (ECBT) [55], which contains data 

collected from smart meters deployed in Ireland. The 

Commission for Energy Regulation (CER) in Ireland launched 

the Smart Metering Project, involving around 6,000 

households and businesses in Ireland between 2009 and 2010. 

The dataset contains half-hourly electricity consumption data 

from thousands of households and businesses, providing high-

resolution insights into energy usage patterns and allowing for 

comparing energy consumption across different types of users. 

This high resolution is crucial for analyzing patterns in 

electricity usage and developing accurate predictive models. It 
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also spans over a year, covering various seasons, which allows 

for the examination of daily, weekly, and seasonal 

consumption variations. As the dataset reflects actual 

electricity consumption behavior, it allows for the empirical 

evaluation of models on real-world data, ensuring that the 

comparison results apply to practical scenarios. Samples of the 

energy usage of 6000-meter IDs were collected once per thirty 

minutes, seven days a week, for more than a year. The data is 

in KW and has been categorized into groups according to 

typical electrical habits. Rather than keeping it aggregated at 

the half-hourly level, the time series data is compiled on an 

hourly basis and cleaned, and the missing or null values are 

removed. Next, a min-max normalization into the [0, 1] 

interval is used to create input characteristics at comparable 

ranges, and the K-Means technique is then used to find groups 

with common power consumption habits. After clustering the 

data, the chosen models will be applied for forecasting, and 

insights will be drawn. The dataset was divided into 80% 

training and 20% test samples, with 10,272 observations for 

training the models and 2568 for testing them. 

 

3.2 Methodology workflow 

 

This study aims to empirically discover the best time-series 

forecasting model on the smart meter dataset. We chose the 

eight most popular and widely utilized time-series forecasting 

models and would like to know the most efficient one that will 

produce the finest results, in order to aid researchers in this 

field. The findings of this study will give significant insights 

into the efficacy of several models for energy consumption 

forecasting, assisting practitioners in selecting the most 

appropriate one for their unique energy consumption 

forecasting applications. The workflow of the proposed 

methodology is illustrated in Figure 1. 

 

 
 

Figure 1. The workflow of the proposed methodology for energy consumption forecasting 

 

3.3 The forecasting models 

 

3.3.1 Autoregressive Integrated Moving Average (ARIMA) 

ARIMA models are the most elementary, generic, and basic 

of the time-series prediction methods, and it is widely 

employed in the energy forecasting [24]. It is a generic Auto-

Regressive Moving Average (ARMA) model that centers on 

changing time series to stationary via the differencing method. 

The ARIMA (p, d, q) model contains the model's key features: 

auto-regression (AR), integration (I) to keep time-series stable, 

and a moving average (MA), which accounts for the 

interconnections between the observed values and the residual 

errors [56]. Autoregression (AR) uses the dependency 

between an observation and lagged prior observations to make 

predictions. The integrated component (I) of the model (d) 

contains the terms that specify the degree of distinction to be 

performed on the time series. The moving average portion of 

the model (q) permits us to characterize our model's error as a 

linear mixture of anterior errors observed [23]. Eq. (1) [23] 

illustrates the ARIMA (p, d, q) model with L the polynomial 

lag. 

 

(1 − ∑  
𝑝
𝑖=1 𝜑𝑖𝐿

𝑖)(1 − 𝐿)𝑑 = (1 − ∑  
𝑞
𝑗=1 𝜃𝑗𝐿

𝑖)𝜀𝑡  (1) 

3.3.2 Seasonal ARIMA (SARIMA) 

SARIMA is a derivative of the ARIMA model that models 

univariate time series with seasonal factors. It is recommended 

for scenarios including patterns and seasonal changes in the 

time-series. SARIMA is expressed as ARIMA (p, d, q) (P, D, 

Q) s, with P indicates the seasonal auto-regressive order, D 

defines the seasonal difference order, Q represents the 

seasonal moving average order, and s specifies the yearly data 

points. SARIMA's seasonal parameters (P, D, Q, s) are similar 

to ARIMA's nonseasonal parameters, yet they include 

seasonal period backshifts. 

 

3.3.3 Support Vector Machine (SVM) 

The SVMs [57] are based on the notion of decision 

hyperplanes, which divide data to two distinct collections. 

Establishing this hyperplane aims to determine the maximum 

margin (distance) separating the two collections. Margin, 

introduced by Vapnik [58], is the greatest width of a plane 

parallel to the hyperplane that contains no interior data points. 

SVM may be used for more than just data classification. It can 

additionally develop regression models to find a function that 

diverges of the observed outputs for each set of input values 

by at most an error term. In nonlinear regression cases, the data 
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is processed using a nonlinear kernel function, mapping inputs 

to a multidimensional feature space. 

 

3.3.4 Decision Tree (DT) 

DT [59], a potent and common classification and prediction 

method, is a ML approach that uses a tree model to generate 

judgments based on input data points. The Decision Tree 

separates the data recursively into tiny groupings of variables 

based on the characteristic that yields the most information. 

All internal nodes with a minimum of a single child node 

indicate the assessment of input variables. Decision trees are 

appealing because they express rules unlike neural networks 

or deep learning algorithms, and rules may be easily expressed 

so that humans comprehend them. 

 

3.3.5 K-Nearest Neighbors (KNN) 

KNN, a supervised ML model, is a widely used approach 

for pattern categorization and prediction based on individual 

similarity within a specified group. Members of a group are 

enclosed by others with comparable characteristics. This is the 

fundamental learning rule for KNN-based classification. It 

gives the classification to the nearest previously classified 

point for newly unclassified sample points. The KNN 

approach accounts the training set to be the model [60], and 

the essential parameters that define the KNN model are the 

chosen metric used to evaluate two time-series similarities and 

the number of neighbors. 

 

3.3.6 Artificial Neural Networks (ANN) 

ANNs are made of interconnected nodes, similar to neurons, 

that transfer signals between each other. The fundamental 

learning rule of ANNs is to reduce the gap and errors between 

the forecasted and the observed values by adjusting the 

weights of the connections between nodes. This is achieved 

through backpropagation, where the error is propagated 

backward through the network and the weights are updated 

accordingly. 

 

3.3.7 Long Short-Term Memory (LSTM) 

The LSTM [61] is a special architecture of Recurrent Neural 

Networks (RNNs) that can learn order-dependence in series 

estimation and can greatly serve in the settings of time-stamp, 

sequential, and long time-dependent data, avoiding the issues 

of vanishing and exploding gradient. In comparison with the 

conventional RNN, the LSTM appends three memory and 

gates to supervise the transformation of features. Thus, it is 

able of memorizing short-term and long-term information. The 

LSTM block is defined as in Eq. (2). Where 𝑊  and 𝑏  are 

weight matrices and vectors, 𝑡 indicates the current iteration of 

the RN, Γ𝑢 refers to the update gate, Γ𝑓 is the forget gate, Γ𝑜 

symbolizes the output gate, �̂�<𝑡>  refers to the memory cell 

value, 𝑐<𝑡> indicates the actual value of the memory cell, and 

𝑎<𝑡> is the output value or the hidden state. 

 

Γ𝑢 = 𝜎(𝑊𝑢𝑢𝑎
<𝑡−1> +𝑊𝑢𝑥𝑥

<𝑡> + 𝑏𝑢)

Γ𝑓 = 𝜎(𝑊𝑓𝑓𝑎
<𝑡−1> +𝑊𝑓𝑥𝑥

<𝑡> + 𝑏𝑓)

Γ𝑜 = 𝜎(𝑊𝑜𝑜𝑎
<𝑡−1> +𝑊𝑜𝑥𝑥

<𝑡> + 𝑏𝑜)

�̂�<𝑡> = tanh⁡(𝑊𝑐𝑐𝑎
<𝑡−1> +𝑊𝑐𝑥𝑥

<𝑡> + 𝑏𝑐)

𝑐<𝑡> = Γ𝑢 ⊙ �̂�<𝑡> + Γ𝑓 ⊙ 𝑐<𝑡−1>

𝑎<𝑡> = Γ𝑜 ⊙ tanh⁡(𝑐<𝑡>)

 (2) 

 

3.3.8 Convolutional Neural Network (CNN) 

CNN is a widely used DL model because it can recognize 

relevant features without human supervision and because of its 

weight-sharing function strategy, which significantly 

decreases the parameters that can be trained on the network, 

thereby enhancing generalization and avoiding overfitting. 

When applied to time series data, CNN's convolutional and 

max-pooling layers enable the learning of filters that reflect 

recurring patterns in the series and their subsequent 

application in value forecasting [62]. CNNs were first intended 

to process reorganized 2D and 3D data with a topology akin to 

a grid, yet it can also successfully handle 1D data, such as time 

series load sequences. Additionally, the CNN-based model 

performs very well in solving real-time issues because of its 

ability to decrease training time and boost training efficiency 

due to its local connection and parameter-sharing features. 

CNN uses the back-propagation technique to solve the 

unidentified variables and maximize the network topology. 

 

 

4. PERFORMANCE EVALUATION METRICS 

 

To assess the models’ performance on the dataset, we have 

calculated the MAPE, MASE, RMSE, MAE, and MSE metrics. 

Analogously to the other metrics, low values of the MAPE 

imply strong model performance as it quantifies the absolute 

deviation of the model's output series from the original series. 

Pao et al. [63] evaluated the MAPE findings to assess the 

precision of the prediction methods employed, concluding that 

a forecast that is less than 10% is highly precise, a prediction 

that is between 10% and 20% is favorable, a prediction 

between 20% and 50% is respectable, and a prediction that is 

more than 50% is inaccurate. The expressions to calculate 

these indicators are illustrated in Eq. (3). 

 

MAPE =
1

𝑛
∑  𝑛
𝑖=1 |

𝑦𝑖−�̂�𝑖

𝑦𝑖
| ,⁡MAE⁡ =

1

𝑛
Σ𝑖=1
𝑛 |𝑦𝑖 − �̂�𝑖|,  

MSE =
1

𝑛
∑  𝑛
𝑖=1 (𝑦𝑖 − �̂�𝑖)

2,  

RMSE⁡ = √
1

𝑛
Σ𝑖=1
𝑛 (𝑦𝑖 − �̂�𝑖)

2  

and⁡MASE⁡ =

1

𝑗
∑  
𝑗
0 |𝑒𝑗|

1

𝑇−1
Σ𝑡=2
𝑇 |𝑦𝑖−𝑦𝑖−1|

  

(3) 

 

where, y𝑖 and �̂�𝑖 are the real and the forecasted values, n is the 

total number of samples, e𝑗 is the prediction error for a specific 

period, j is the number of forecasts, T the number of in-sample 

values. 

This study used a combination of these metrics to measure 

different aspects of forecast accuracy and error, offering a 

comprehensive assessment of the models' performance across 

various dimensions and ensuring that the models are robust 

under different evaluation criteria. MAPE expresses the size 

of the error relative to the actual values, making it a useful 

metric for understanding the proportional error. It is useful for 

communicating model performance because it shows on 

average, the predictions deviate from the true values in 

percentage terms. MASE is scale-independent, compares the 

forecast error to the error of a naive forecast, and helps 

contextualize how much better or worse a forecasting model is 

compared to a simple baseline model. It provides a normalized 

measure of forecast accuracy. RMSE gives more weight to 

larger errors, thus penalizing larger errors more heavily. It's a 

widely used metric in forecasting studies because it 

emphasizes the importance of avoiding significant forecasting 

errors; while, MAE is less sensitive to large outliers, making 
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it a robust measure when the primary goal is to minimize 

overall error without overemphasizing larger deviations. MSE 

emphasizes larger errors but in a more mathematically 

tractable form (as it avoids the square root operation). 

Thereby, MAE and MAPE provide a direct understanding of 

average error, and RMSE and MSE emphasize larger 

deviations. This multi-metric approach ensures that the 

strengths and weaknesses of the models are captured across 

different error dimensions and provides a standardized 

assessment of their performance. 

 

 

5. RESULTS AND DISCUSSION 

 

5.1 Statistical methods’ performance 

 

Applying the ARIMA and SARIMA models to our dataset 

to successfully predict energy consumption requires fitting the 

model with the optimal parameter values. We utilized the 

Akaike information criterion (AIC) to identify the optimum 

values to strengthen prediction. AIC is an often-used metric 

for determining an ARIMA model’s parameters; it is based on 

maximizing the model's likelihood function and accounts for 

model complexity by appending a sanction for the parameter's 

estimated number. The AIC metric is defined in Eq. (4) below. 

With k representing the number of parameters estimated and Γ 

the model's maximum likelihood function.  

 

𝐴𝐼𝐶 = 2𝑘 − 2⁡𝑙𝑛(𝛤) (4) 

 

Based on the AIC values illustrated in Table 1, we chose the 

ARIMA (3, 1, 0) model, since it had the inferior AIC value. 

 

Table 1. AIC values for ARIMA models 

 
ARIMA Parameters (p, d, q) AIC Value 

(1, 0, 0) 38334.920 

(2, 1, 1) 29816.577 

(3, 1, 0) 29811.659 

(3, 1, 1) 29815.491 

(4, 1, 0) 29815.203 

 

The data we want to forecast have a weekly seasonality as 

presented in Figure 2, and based on the AIC values for the 

SARIMA model in Table 2, we chose to apply the SARIMA 

(5, 1, 3) (2, 0, 1, 7) having the optimum AIC value. 

 

Table 2. AIC values for SARIMA models 

 

Parameters 
AIC Value 

p, d, q P, D, Q, m 

0, 0, 0 0, 1, 1, 7 61716.759 

0, 1, 3 2, 0, 1, 7 29606.834 

5, 1, 3 2, 0, 1, 7 27824.938 

5, 1, 0 2, 1, 0, 7 32676.977 

5, 2, 3 2, 0, 1, 7 30098.857 

 
 

Figure 2. Visualizing data seasonality 

 

5.2 Results of the applied models 

 

In this section, we predict the hourly energy consumption 

for the cluster. We conducted an evaluation through different 

lenses to assess the model with the highest performance in 

forecasting energy consumption. The results are presented in 

the Table 3, highlighting the values for the performance 

metrics discussed earlier (MAPE, MASE, RMSE, MAE, 

MSE). A combination of metrics is used to emphasize the 

importance of a multifaceted evaluation approach in assessing 

the predictive capabilities of the models accurately and Figure 

3 illustrates these models’ performance. 
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Table 3. Statistical indicators for the models 

 
 ARIMA (3, 1, 0) SARIMA (2, 0, 1, 7) DT KNN SVM ANN CNN LSTM 

RMSE 6.610 6.658 4.70 5.51 5.09 2.18 3.55 2.106 

MAPE 0.36 0.36 0.75 0.61 0.44 0.52 0.40 0.19 

MASE 4.67 114 4.50 4.64 3.90 3.22 4.01 2.13 

MSE 43.692 44.334 22.07 30.39 25.92 5.03 6.30 4.436 

MAE 4.109 4.155 4.05 3.94 3.51 2.11 2.39 1.599 

 

 
 

Figure 3. A representation of RMSE, MAPE and MAE performance of the models 

 

 

6. DISCUSSION 

 

The analysis of the table data offers valuable insights on the 

performance of important models in predicting energy 

consumption. We observe that the ARIMA and SARIMA 

models performed slightly similarly, with only the MASE 

statistic indicating a remarkable difference. However, they 

performed less effectively than the other models, with ARIMA 

surpassing SARIMA in data forecasting. This suggests that 

traditional statistical models may not be as effective as 

machine learning and deep learning models for this time-series 

data, possibly due to their inability to capture complex 

temporal patterns. The ARIMA model and its variants have 

limitations in predicting non-linear data and are better efficient 

at detecting linear trends in time-series data. The ARIMA (3, 

1, 0) model achieves an RMSE, MAPE, and MAE of 6.610, 

0.36, and 4.109, respectively, whereas the SARIMA (2, 0, 1, 

7) model achieves 6.658, 0.36, and 4.109. ML models 

performed better than ARIMA and SARIMA models.  

When comparing DT, KNN, and SVM, DT's lower RMSE 

(4.70) and MSE (22.07) indicate that the model handles large 

deviations and outliers well, minimizing significant errors. 

However, its worse MAE (4.05) and MAPE (0.75) indicate 

more frequent smaller errors or inferior relative performance. 

KNN and SVM may provide more balanced predictions with 

fewer large errors, hence the worse RMSE (5.51 and 5.09) and 

MSE (30.39 and 25.92). Still, they perform better in terms of 

average and relative errors (MAE (3.94, 3.51) and MAPE 

(0.61, 0.44). SVM's better MASE suggests it adjusts better to 

the scale of the data compared to DT and KNN. 

Both ANN and CNN perform well, particularly compared 

to the traditional models already discussed. ANN’s low RMSE 

(2.18), MASE (3.22), and MAE (2.11) indicate its capability 

in general error minimization, while CNN shows better results 

in MAPE (0.40), suggesting that CNN may handle relative 

errors more effectively. However, all the other metrics 

illustrated the superiority of ANN in our scenario to CNN, 

which has an RMSE of 3.55, a MASE of 4.01, an MSE of 6.30, 

and an MAE of 2.39. LSTM consistently outperformed all 

other models across all metrics. This suggests its advanced 

architecture effectively captures temporal dependencies and 

handles the complexity of hourly energy consumption data. In 

Figure 3, we can observe that the LSTM model performance 

aligns with the real data values, demonstrating its capabilities 

in accurately predicting energy consumption over time. Its 

superior performance across RMSE (2.106), MASE (2.13), 

MSE (4.436), and MAE (1.599) makes it the most reliable 

model in our scenario. LSTM also excels in MAPE (0.19), 

indicating its superior relative accuracy across varying scales 

of energy consumption, and achieves the lowest RMSE 

(2.106), suggesting it has the smallest average error magnitude 

when penalizing larger deviations more heavily. 

The LSTM has outperformed the other models due to its 

unique architecture and ability to effectively capture long-term 

dependencies in time-series data. 

Energy consumption data often exhibits complex patterns 

over time, influenced by both short-term fluctuations (daily or 

weekly cycles) and long-term trends (seasonal variations or 

gradual changes in behavior), and the LSTM's ability to 

maintain a memory of past observations through its gated 

architecture (i.e., the forget, input, and output gates) allows it 

to learn both short- and long-term dependencies effectively. Its 

recurrent structure enables it to capture better seasonality, 

complex temporal patterns, nonlinear relationships, and long-

term dependencies. The implications of these findings suggest 

that LSTM can significantly enhance the efficiency of energy 

management systems, leading to more sustainable and cost-

effective practices in real-world energy forecasting. It can 
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offer utility companies more accurate demand forecasts, and 

implement more effective demand-side management (DSM) 

programs, thus optimizing energy generation, distribution, and 

pricing strategies. 

While this study provides a robust comparison of time-

series forecasting models, there are limitations that need to be 

addressed in future research. The study does not address the 

interpretability of the models, which is important for 

understanding how forecasts are generated and for building 

trust with users. Also, it is limited to a single dataset, and the 

models’ generalizability across different datasets and 

scenarios remains untested. As a future direction, we may 

examine the prediction performance of advanced hybrid 

models, such as combining CNN with LSTM or ARIMA with 

LSTM to improve the model's accuracy and resilience. We 

may also develop and investigate the potential of transformer-

based hybrid models, and explore methods to ameliorate DL 

models’ interpretability by applying Explainable AI (XAI) 

approaches. 

 

 

7. CONCLUSION 

 

Precise energy demand predictions are critical to making 

informed decisions about energy usage and ameliorating 

energy efficiency. In this study dedicated to forecasting smart 

meters energy consumption, eight approaches were studied: 

ARIMA, SARIMA, DT, KNN, SVM, ANN, CNN, and 

LSTM. Analyzing the models’ predictions results showed that 

the LSTM model gives the best accuracy with an RMSE of 

2.106, a MAPE of 0.19, and an MAE of 1.599. Also, both 

ANN and CNN performed well, and even though SVM, DT, 

and KNN achieved less efficient results, they still surpassed 

the ARIMA and SARIMA models that struggled with the non-

linearity and variability inherent in the dataset. The success of 

ANN and CNN suggests that DL models are better equipped 

to handle the complexities and non-linearities present in smart 

meter data compared to traditional ML or statistical 

approaches. Although this study uses the ECBT dataset, which 

is specific to households in Ireland, the findings are not 

inherently limited to this context. The methodologies and 

models explored in this study could be generalized and applied 

to other countries, but the accuracy and model performance 

would need to be carefully evaluated based on the specific 

characteristics of the new datasets. The findings of this study 

are highly relevant for utility companies, energy providers, 

and smart grid operators seeking to improve the accuracy of 

their energy demand forecasts. The results obtained will give 

insights into the strengths and limits of each model, and 

suggest that LSTM and other DL models should be prioritized 

in forecasting applications where accurate predictions are 

necessary for optimizing energy distribution, implementing 

demand-side management, or integrating renewable energy 

sources. 
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