
Improving Quality of Service in Cloud Computing Frameworks Using Whale Optimization 

Algorithm 

Maher Ali Ibrahim1,2* , Inas Anouar Al-Tahar3 , Hasan Mohamed Salamah2 , Naji Ibrahem Mohamad4 

1 Computer Technology Engineering Department, College of Technical Engineering, Al-Ayen Iraqi University, Thi-Qar 64001, 

Iraq 
2 Information Technology Engineering Department, College of Information and Communication Technology Engineering, 

Tartous University, Tartous 96343, Syria 
3 Biomedical Engineering Department, College of Engineering, University of Thi-Qar, Nasiriyah 64001, Iraq 
4 Communication Technology Engineering Department, College of Information and Communication Technology Engineering, 

Tartous University, Tartous 96343, Syria 

Corresponding Author Email: maheralia1978@gmail.com

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.18280/isi.290526 ABSTRACT 

Received: 15 March 2024 

Revised: 19 July 2024 

Accepted: 28 September 2024 

Available online: 24 October 2024 

Quality of Service is one of the most important research topics in cloud computing, both 

from the customer's point of view and the cloud service provider's point of view, due to the 

increasing number of cloud services and applications, along with the significant increase in 

users and workloads. Task scheduling has been a topic of discussion in many researches, 

some of which have proposed new ways to improve the Quality of Service in cloud systems. 

Recently, metaheuristic algorithms have been employed to improve job execution 

efficiency in such systems, which has proven effective in finding optimal task scheduling 

solutions. During this research, the latest metaheuristic algorithm Whale Optimization 

Algorithm (WOA) will be applied for optimizing task scheduling in cloud systems. 

Additionally, a multi-objective model for optimization will be used to achieve a balance 

between user satisfaction with these systems, and the requirements needed by service 

providers. Research results indicate WOA superiority in minimizing the execution time 

cost, price cost, and total cost parameters as contrasted with the current metaheuristic 

algorithms, which ultimately result in higher service quality. 
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1. INTRODUCTION

With the significant growth in apps considering the notable 

increase in application locations, data, and internet access, 

cloud computing has become increasingly popular and 

widespread. Cloud computing offers many advantages such as 

flexibility, scalability, and simplified service delivery to users, 

who no longer must have the underlying technologies to use 

cloud computing services, through a pay-per-use model and 

release these resources when finished [1]. 

Recently, there has been a focus on how to allocate and 

distribute user tasks to the resource pool in a cloud system, 

known as task scheduling methodology. The goal is to 

improve performance, increase profits, and return on 

investment for cloud service providers and users alike [2]. 

Task scheduling is a complex problem, with its complexity 

degree being NP-complete, making it impossible to solve in 

linear time. Scheduling algorithms will fail as the problem size 

and dimensions increase. Therefore, improvements require 

finding an effective task scheduling strategy that increases the 

number of tasks while lowering the total system cost [3]. 

Because they can find the best answers to difficult 

optimization problems, metaheuristic algorithms have 

attracted a lot of attention lately. These algorithms, which 

include the bee algorithm, the ant algorithm [4], the bat 

algorithm, the genetic algorithm, and other algorithms, are 

being used to tackle challenging optimization issues through 

collaboration and individual competition [5]. 

One of the latest metaheuristic algorithms is the WOA 

which is influenced by the hunting and eating habits of 

humpback whales. Adopting and applying this method could 

lead to significant benefits in this field of research, then it 

could be a good choice for scenarios requiring in-depth 

exploration of the study area and potential solutions. The study 

emphasizes the usage of a cloud computing system that uses a 

multi-objective optimization methodology to reduce expenses 

and speed up job execution. 

The growing quantity and kinds of applications and services 

provided by cloud systems, the increased number of clients, 

and the activities requiring scheduling, have all resulted in the 

appearance of a significant problem. In particular, previous 

scheduling techniques are no longer sufficient, highlighting 

the need for more sophisticated and effective strategies to be 

developed for cloud computing work scheduling [6].  

Using the m-file editor, the programming lines and 

algorithms unique to this study were created and put into 

practice within the MATLAB environment. The m-file is used 

for simulation modeling as well as algorithm creation, 
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analysis, and optimization. It makes it possible to execute 

these programs, carry out the simulation, clearly display 

pertinent graphical representations, and compare the 

effectiveness of various approaches. It becomes a vital 

research tool as a result. 

The increased requirements for quality in the cloud, which 

includes serving customers as soon as possible, saving 

operational costs, and optimizing resource utilization, all 

require developing a better task scheduling mechanism. This 

research aims to explore the potential applications and 

employments of the WOA in the above described domain, to 

enhance its service quality. 

The rest sections of this research are organized as follows: 

The second section presents the literature review. The third 

section presents the resources and methodology. The fourth 

section describes the proposed algorithm. The fifth section 

outlines the results and discussion. Finally, the sixth section 

presents the conclusions. 
 

 

2. LITERATURE REVIEW 
 

Elmougy et al. [7] proposed the SRDQ scheduling 

methodology, which combines the Round Robin (RR) 

algorithm and the Shortest Job First (SJF) algorithm. The 

study's results outperformed those of the SJF, RR, and TsPBR 

algorithms, but it partially caused the problem for long-term 

tasks.  

In 2017, Zhang and Zhou conducted a study [8] aimed at 

improving task scheduling performance and reducing failure 

rates by classifying tasks using Bayesian methods based on 

historical scheduling data. 

In 2019, Alworafi et al. [9] focused on the impact of 

resource efficiency on scheduling outcomes, aiming to 

maximize resource utilization. Their empirical results 

highlighted the effectiveness of the HSLJF algorithm in 

reducing makespan and response time while enhancing 

resource usage and productivity, outperforming traditional 

algorithms such as SJF and LJF. 

Prasanna Kumar and Kousalya's 2020 study [10] 

demonstrated significant improvements in makespan values, 

specifically in the time required for the final cloudlet to 

complete. In 2021, Shafahi and Yari [11] introduced a novel 

algorithm based on the Ant Colony Optimization (ACO) 

technique to enhance the Quality of Service (QoS) metrics for 

both cloud service providers and users. This algorithm, when 

compared with Particle Swarm Optimization (PSO), Genetic 

Algorithm (GA), and traditional ACO algorithms, showed 

superior performance in makespan time, execution time, load 

balancing, and resource utilization. 

In 2022, Kumar et al. [12] developed a method for assigning 

jobs to virtual machines, which showed that their proposed 

approach surpassed existing algorithms in terms of overall 

execution time. 

The 2023 study by Anbarkhan and Rakrouki [13] aimed to 

optimize execution time and cost, demonstrating that an 

improved PSO algorithm yielded better results in workflow 

task execution and convergence speed. 

Task scheduling strategies remain a significant challenge in 

enhancing service quality within cloud systems due to the 

dynamic nature of cloud environments, their inherent 

constraints, and diverse job implementation requirements. 

Recent studies illustrate the effectiveness of metaheuristic 

algorithms in addressing these challenges. In light of these 

findings, the latest metaheuristic, the Whale Optimization 

Algorithm, will be employed to further enhance service quality 

in cloud systems. 

 

 

3. RESOURCES AND METHODOLOGY 
 

3.1 Concept of task scheduling in cloud computing 
 

The number of requests made by users is rising along with 

the number of people using cloud computing. This indicates 

that there are a lot more things that need to be planned. As a 

result, effective algorithms that satisfy the necessary Quality 

of Service requirements are crucial for cloud service providers 

as well as clients [14].  

Task scheduling has become one of main study areas in 

cloud systems. It is regarded as one of the primary difficulties 

that cloud computing systems encounter [15]. The process of 

allocating a job that the cloud computing system receives to 

the best resource for its completion is known as task 

scheduling. The scheduling algorithm plays a crucial role in 

selecting the right Virtual Machine (VM) to carry out a certain 

activity. 

An ideal algorithm provides optimal solutions for both, the 

service provider of the cloud, and the user requesting the 

service, satisfying client satisfaction on one hand and 

enhancing the cloud system's efficiency on the other. There are 

several proposed algorithms to solve scheduling problems, 

which can be classified into three groups as follows:  

Traditional algorithms: Such as RR, LJF, and SJF [16]. 

Algorithms with Heuristics: As in Min-Min and Max-Min 

[17]. 

Metaheuristic algorithms: Recently, Metaheuristic 

algorithms have been applied, which perform better than 

traditional algorithms. Examples include the Bee Algorithm, 

The algorithms for ant colonies, particle swarms (PSOs), and 

genetics [18]. 
 

3.2 A multi-objective scheduling paradigm for cloud 

systems 
 

In cloud-based computing systems, task scheduling 

requirements must address both system and customer 

perspectives. Therefore, this research employs a multi-

objective model for task scheduling [19]. This model 

integrates parameters related to Quality of Service—such as 

execution time, load, and economic cost—into a unified 

objective function [20, 21]. This integration is crucial for 

preparing the function to serve as a fitness function within the 

WOA. 

The suitability of this model for the algorithm was 

confirmed through experimental comparisons with multiple 

models. The primary stages of operation according to this 

model are depicted in Figure 1. 

For a set of virtual machines that are accessible and a set of 

jobs that are arriving to the cloud system, tasks are assigned to 

resources using a specific method (initially assigned 

randomly) called the initial scheduling phase. The output of 

this phase can be represented by the matrix 𝐴𝑛𝑚.  

In the second phase, the final optimization function is 

determined, which consists of partial functions (The function 

of time cost 𝑓1, the function for load costing 𝑓2, and the price 

cost function 𝑓3). Finally, the final optimization function is 

utilized as a fitness function in the WOA to obtain the 

optimized final scheduling process. 
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Figure 1. A logical view of the basic stages of work 

 

For this multi-objective model, the system is expected to 

receive a total of tasks from users, which would include n. and 

each incoming task will be represented using the symbol 𝑇𝑖  

where i is the incoming task number to the system, resulting in 

{𝑇1, 𝑇2, 𝑇3, ..., 𝑇𝑛} set of tasks. 

For this multi-objective model also, the cloud computing 

system consists of many computing nodes (Virtual Machines), 

The entire quantity of these nodes is supposed to be m, and 

each computing node will be represented using the symbol 𝑁𝐽 

where j is the node number in the system, resulting in {𝑁1, 𝑁2, 

𝑁3, ..., 𝑁𝑚} set of nodes. 

Tasks number is usually bigger than computing nodes 

number n > m. Thus, the resulting scheduling process is 

expressed by the matrix 𝐴𝑛𝑚 as follows: 

 

𝐴𝑛𝑚 =

[
 
 
 
 

𝑎11 𝑎12 ⋯ 𝑎1𝑚

𝑎21 𝑎22 ⋯ 𝑎2𝑚

  

…
…
…
𝑎𝑛1

…
…
…
𝑎𝑛2

…
…
…
𝑎𝑛𝑚]

 
 
 
 

 

 

𝑎𝑖𝑗 is a decision variable and it takes value 𝑎𝑖𝑗 = 1 when 𝑗-
th VM node is where 𝑗-th job is executed, if not 𝑎𝑖𝑗 = 0. 

Processing capability, load capability, and resource 

bandwidth are three properties that may be used to indicate a 

cloud system's overall processing capacity and resource usage. 

The three vectors can be used to model the fundamental 

computer system: resource bandwidth vector 𝐶𝑛, load 

capability vector 𝑆𝑛, and processing capability vector 𝐸𝑛. 

Likewise, three vectors are employed in jobs: 𝐸𝑡, 𝑆𝑡, and 𝐶𝑡 
[22]. 

To handle a set of tasks that arrive at the system, it must 

process these chores with exceptional performance resource 

efficiency utilization, and cost reduction [19].  

The function of time cost 𝑓1, the function for load costing 

𝑓2, and the resource cost function represented by measuring 

power consumption and economic cost, are represented [22]. 

Therefore, the price cost will be represented by the function 

𝑓3, based on the Eq. (1), Eq. (2), and Eq. (3) that follow: 

𝑓1 = ∑ ∑𝑎𝑖𝑗𝐸𝑡,𝑖

𝑚

𝑗=1

/𝐸𝑛,𝑗

𝑛

𝑖=1

 (1) 

 

𝑓2 = ∑ ∑𝑎𝑖𝑗𝑆𝑡,𝑖

𝑚

𝑗=1

/𝑆𝑛,𝑗

𝑛

𝑖=1

 (2) 

 

𝑓3 = ∑ ∑𝑎𝑖𝑗
𝐸𝑡,𝑖

𝐸𝑛,𝑗

𝑚

𝑗=1

×
𝐶𝑡,𝑖

𝐶𝑛,𝑗

× 𝑃

𝑛

𝑖=1

 (3) 

 

where, 𝐸𝑡,𝑖 represents value of 𝐸𝑡 for task 𝑖, 𝐸𝑛,𝑗 represents the 

value of 𝐸𝑛 for virtual machine 𝑗. Similarly, the parameters 𝑆 

and 𝐶 are expressed in the same way. 

Since the values of 𝐸𝑛, 𝑆𝑛, and 𝐶𝑛 as well as 𝐸𝑡, 𝑆𝑡 and 𝐶𝑡, 

are scaled differently. for each node and each task, this 

difference will introduce deviation in the paper for the optimal 

solution, this deviation will affect the final optimization 

process.  

Therefore, normalization will be applied to obtain the 

values of the three functions indicated in Eq. (4), Eq. (5), and 

Eq. (6) respectively: 

 

𝑓1 =
1

𝑁
∑∑𝑎𝑖𝑗

𝐸𝑡,𝑖 𝐸𝑛,𝑗⁄

𝑚𝑎𝑥
∀𝑖,𝑗

{𝐸𝑡,𝑖 𝐸𝑛,𝑗}⁄

𝑚

𝑗=1

𝑛

𝑖=1

 (4) 

 

𝑓2 =
1

𝑁
∑∑𝑎𝑖𝑗

𝑆𝑡,𝑖 𝑆𝑛,𝑗⁄

𝑚𝑎𝑥
∀𝑖,𝑗

{𝑆𝑡,𝑖 𝑆𝑛,𝑗}⁄

𝑚

𝑗=1

𝑛

𝑖=1

 (5) 

 

𝑓3 =
1

𝑁
∑∑𝑎𝑖𝑗

(𝑃𝐸𝑡,𝑖𝐶𝑡,𝑗)/(𝐸𝑛,𝑗𝐶𝑛,𝑗)

𝑚𝑎𝑥
∀𝑖,𝑗

{(𝑃𝐸𝑡,𝑖𝐶𝑡,𝑗)/(𝐸𝑛,𝑗𝐶𝑛,𝑗)}

𝑚

𝑗=1

𝑛

𝑖=1

 (6) 

 
The goal is to find a method for scheduling tasks that 

achieves best reduction in the values of the three 

aforementioned functions while taking into account the 

variations in cloud system requirements.  

Each cloud system may have task execution requirements 
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where one system prioritizes minimizing time cost (𝑓1) more 

than resource or price cost (𝑓3), or vice versa.  

Therefore, weights (𝑤𝑖) will be added to the functions to 

control the degree of improvement for each function according 

to the cloud system's requirements. This will ultimately 

achieve the goal of the final optimization process.  

The final optimization objective function is: 

 

𝐹𝑜𝑝𝑡 = 𝑚𝑖𝑛
 

{𝑤1𝑓1 + 𝑤2𝑓2 + 𝑤3𝑓3} (7) 

 

In this general case study, equal weights will be assigned to 

all functions (𝑤1 = 𝑤2 = 𝑤3 =1 3⁄ ). The final objective of the 

optimization process. Eq. (8) represents the job scheduling 

problem in the cloud. 

 

𝐹𝑜𝑝𝑡 = 𝑚𝑖𝑛
 

{
1

3
(𝑓1 + 𝑓2 + 𝑓3)} (8) 

 

 

4. PROPOSED ALGORITHM 

 

WOA was motivated by humpback whale hunting 

techniques. To optimize numerical problems, Mirjalili and 

Lewis devised this approach in 2016 [23].  

It has been tested on various complex optimization 

problems and has shown high performance, especially with 

issues involving multimodal functions.  

Therefore, this algorithm will be dedicated to solving the 

job scheduling issue in the cloud. Humpback whales are 

among the most famous and largest predatory whales. They 

feed on small fish using a unique and intelligent feeding 

method called bubble-net feeding. 

Humpback whales search for prey and then release spiral or 

path-shaped water bubbles to reduce the distance between 

them and their prey. They then attack and prey upon them. 

Figure 2 illustrates the feeding strategy of humpback whales 

[24]. 

 

 
 

Figure 2. Feeding strategy of humpback whales 

 

The humpback whale, acting as a search agent, offers a 

potential remedy for the optimization issue, the algorithm 

employs multiple search agents to determine the optimal 

solution, starting with a set of arbitrary fixes, the specific 

improvement rules change the proposed solution, until the 

termination clause is satisfied. Three primary steps are used by 

the humpback whale algorithm [23, 24]: 

Encircling preying: Initially, the whales are not aware of 

the ideal place for the prey. When the target is encircled, the 

whales gradually approach and update their positions, the 

behavior of whales is represented by Eq. (9) and Eq. (10) 

respectively: 

 

𝐷⃗⃗ = |𝐶 × 𝑋 ∗(𝑡) − 𝑋 (𝑡)| (9) 

 

𝑋 (𝑡 + 1) = 𝑋 ∗(𝑡) − 𝐴 × 𝐷⃗⃗  (10) 

 

𝐷⃗⃗  shows the distance vector between the search agent and 

the intended prey, 𝑋 ∗ is the optimal solution, 𝑋  is the vector of 

position, 𝑡 denotes the current iterations number, C and A are 

the coefficient vectors, and the definition of their computations 

is: 

 

𝐶 = 2 × 𝑟 (11) 

 

𝐴 = 2𝑎 × 𝑟 − 𝑎 (12) 

 

The symbol a displays linearly dependent value based on t 

beyond the maximum iterations number 𝑡𝑚𝑎𝑥, value that was 

reduced from 2 down to 0, where r is a randomly selected 

number between 0 and 1, as demonstrated below: 

 

𝑎 = 2 −
2𝑡

𝑡𝑚𝑎𝑥

 (13) 

 

The Bubble-net Attack (stage of utilization): Whales 

exhibit two behaviours in which they surround their intended 

prey with copious bubbles: Encircling constriction behavior 

and spiral constriction behavior. The encircling constriction 

behavior is modeled based on the equations of prey 

encirclement in the initial stage, represented by Eq. (9) and Eq. 

(10). It can be observed that it is applied when |A| < 1. 

Consequently, the circle surrounding the prey gradually 

shrinks according to this behavior. On the other hand, the 

spiral constriction behavior calculates the distance between the 

current optimal whale and every other whale, then the whales 

move in spiral path, such behavior is modeled according to Eq. 

(14): 

 

𝑋 (𝑡 + 1) = 𝐷⃗⃗ ′ × 𝑒𝑙𝑏 × 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋∗⃗⃗ ⃗⃗  (𝑡) (14) 

 

𝐷⃗⃗ ′ = |𝑋∗(𝑡) − 𝑋 (𝑡)|  denotes the difference between the 

current whale and the best one, l denotes random number in 

the interval [-1,1], 𝑏 is a constant. To replicate the two actions 

in practical applications of the algorithm, a probability value 

P is assigned, which takes a random value between 0 and 1 

[25]. Presumably, the likelihood of the whale upgrading its 

position according to the encircling behavior as well as the 

spiral contraction behavior is 0.5. 

Search for Prey (Exploration Stage): Whales adopt this 

behavior in an attempt to expand the search range for prey and 

obtain a larger food quantity. This ensures the attainment of a 

globally optimal solution rather than a local one within the 

search space of the algorithm (when |A| >= 1). According to 

this behavior, the best search agent available right now 

location is swapped out for a randomly chosen search agent 

location based on Eq. (15): 

 

𝑋 (𝑡 +  1)  = 𝑋 𝑟𝑎𝑛𝑑  −  𝐴 ×  |𝐶 ×  𝑋 𝑟𝑎𝑛𝑑  −  𝑋 (𝑡)| (15) 

 

where, 𝑋 𝑟𝑎𝑛𝑑 is the randomly chosen search agent's location 

vector. 

Considering the previously, Figure 3 provides an illustration 

of the Whale Optimization Algorithm's primary phases. 
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Figure 3. Whale Optimization Algorithm flow chart 

 

4.1 Task and job scheduling based on WOA 

 

Issue of task scheduling here is represented by set of tasks 

incoming to the cloud system, where each task has its 

execution requirements. Additionally, a limited number of 

virtual machines were used, each virtual machine has 

specifications such as CPU, memory size, and resources.  

 

Table 1. Whale Optimization Algorithm parameters mapping 

into a task scheduling problem 

 
Predation in Whales Task Scheduling 

Individuals (Whales) Cloud tasks 

Food search operations Optimal solution search operations 

Whale position 𝐴𝑛𝑚 solution for the function 𝐹𝑜𝑝𝑡 

Leader whale position Current optimal solution 𝐴𝑛𝑚 for 𝐹𝑜𝑝𝑡 

Fitness of whale Value of function 𝐹𝑜𝑝𝑡 

 

A more efficient way is needed to assign incoming tasks as 

requests to available virtual machines in the cloud to achieve 

lowest total cost, which is expressed as a multi-objective 

function for optimization in cloud computing. For this 

research, a multi-objective optimization function will be 

employed as a fitness function, then the whale optimization 

technique will be applied, mappings are listed in Table 1. 

The flowchart in Figure 4 shows the essential working steps 

for applying the WOA in cloud computing, aimed at achieving 

the final optimal solution for the scheduling process. In 

iteration t of the WOA, each whale's position data may be 

transmitted after they have all updated their places to the 𝐴𝑛𝑚 

a resolution for the assigned responsibilities.  

Based on the principles in the 𝐴𝑛𝑚  matrix, we can 

determine the fitness value 𝐹𝑜𝑝𝑡 for every whale and identify 

the leading whale, which will have the smallest fitness 

function value. The location information of leader whale is 

used to update where required the locations of the other whales 

in the algorithm's next iteration. The previous stages and 

operations are continued till the very end of the iteration. The 

leading whale's last location data is transmitted to the 𝐴𝑛𝑚 

matrix, and the cloud computing system will utilize this 

answer to develop an optimal job execution plan. 

The steps for implementation are as follows: 

Step 1: Initialization Phase: The purpose of this step is to 

start the execution process. It involves assigning tasks to cloud 

workers and whales, initializing the locations of the whales, 

and setting the fundamental execution parameters (search 

space dimension, maximum iterations number, and whales 

number). 
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Step 2: Search for the optimal scheduling solution: After the 

assignment between cloud tasks and whales is done, the 

process of searching for the optimal solutions according to 

WOA begins. The whale position information is transferred to 

the 𝐴𝑛𝑚 matrix, and the fitness function value for every whale 

is computed according to 𝐹𝑜𝑝𝑡  function. Then, the leader 

whale (which achieves the lowest fitness value) is selected, 

representing the best available solution as of now. Depending 

on the location information of the leader whale, global 

solutions are explored in the search space and local solutions 

are exploited according to the current value of a and the 

random value P, as follows: 

If P < 0.5, the whale positions are updated according to the 

spiral constriction behavior Eq. (14). In the event not, A's 

value is checked. If |A| < 1, whale positions are updated 

through the shrinking encircling mechanism described in Eq. 

(10). However, if |A| <= 1, the whale locations are altered 

based on the location of a randomly selected whale (search 

agent location), according to Eq. (15), to ensure the search for 

the best solution, which is global and optimal. 

Step 3: Following an update to every whale's position, one 

iteration is completed. Once iterations maximum number is 

reached, the process of searching for the optimal scheduling 

solution will be ended. Next, the leading whale's location data 

is added to the decision factors 𝑎𝑖𝑗, which represent the last 

resort for cloud computing's job scheduling procedure. 

WOA application in the field of job scheduling in cloud 

systems offers numerous advantages that other metaheuristic 

algorithms cannot provide, particularly its high effectiveness 

in navigating the search space in pursuit of the best possible 

answer. This is due to its utilization of exploitation and 

exploration techniques, which gives it the capability and speed 

to reach optimal solutions. Additionally, its ability to work 

with increasing dimensions of the search space allows it to 

remain stable when solving complex problems. 

 

 

 
 

Figure 4. WOA process for cloud job scheduling 

 

 

5. RESULT AND DISCUSSION 

 

Due to the difficulty of accessing a real cloud computing 

environment, as creating such environments is very costly, 

there are many tools that facilitate the simulation process, 

providing environments similar to real cloud environments. 

These tools allow for the implementation of algorithms, 

adjustment of main parameters, simulation environment 

configuration, and result visualization [26]. 

In this research, MATLAB is used to construct and apply 

WOA to job scheduling issue in cloud system context. It has 

been compared with other popular metaheuristic algorithms 
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previously applied at the same domain, such as Particle Swarm 

Algorithm (PSO) and Ant Colony Algorithm (ACO). The 

performance was evaluated through simulation experiments 

and compared with other algorithms in terms of, execution 

time cost, load cost, price cost, and the total cost 𝐹𝑜𝑝𝑡. 

The number of virtual machines has been set to 40 In order 

to, achieve a balance between improved performance and cost, 

the identification of this number of virtual devices is also ideal 

in terms of, the degree of the whale algorithm's computational 

complexity, and there are about 100 cloud jobs overall (which 

is normal for cloud platforms). Additionally, number of search 

agents has been specified as 50. Large number of iterations 

would clearly have a major impact on the execution of cloud 

tasks, so 100 iterations is the most that can be done. The 

characteristics and parameters related to tasks (Cloud Tasks) 

and virtual machines (Virtual Machines) used in the 

simulation experiments are shown in Table 2, where each 

choose a random number between the given range. The 

appropriate range for the parameters setup of tasks and virtual 

machines has been determined through practical experience 

and experimentation, taking into consideration several factors, 

such as the stability of the cloud system, resource efficiency 

and cost. 

The experimental results provide detailed values for each of 

the following: execution time cost, load cost, price cost, and 

finally the total cost. 

 

Table 2. Parameters setup of VMs and tasks 

 
Parameter Virtual Machine Cloud Task 

E CPU [180,520] [9,52] 

S Memory [80,520] [40,105] 

C Resource [90,260] [18,52] 

 

5.1 Execution time cost 

  

Algorithms performance in terms of, cost of execution time 

is displayed in Figure 5. Results showed that, whale algorithm 

has the lowest execution time cost compared to ACO and PSO 

algorithms, while looking for the optimal solution. This 

demonstrates whale algorithm's superior performance over the 

other algorithms in terms of, decreasing the CPU's energy 

usage as iterations number increases. 

To be more specific, that may be observed that the values 

associated with the execution time cost are high in the initial 

iterations, which is natural considering the initial random 

scheduling. However, when more iterations are performed, 

these costs decrease. This demonstrates the effectiveness of 

the WOA in searching for optimal scheduling plans through 

the application of optimization rules, which enhance both local 

and global search operations to reach final optimal solution. In 

iteration 20 and beyond, the state becomes stable, where the 

values of the execution time cost approaches zero. This can be 

explained by the fact that the execution time cost, represented 

by the function 𝑓1  (which represents the power of CPU 

required for task relative to the CPU power of the virtual 

machine), becomes minimal for the most suitable virtual 

machine for the task as number of iterations increases. 

Therefore, the cost becomes close to zero (considering the 

CPU values taken by both the tasks and the virtual machines 

as shown in Table 2). This demonstrates the clear superiority 

of WOA over other algorithms in terms of, execution time 

cost. 

 

 
 

Figure 5. A comparison between the three algorithms' time 

costs after more iterations 

 

5.2 Load cost 

 

Figure 6 provides a detailed depiction of the load cost on the 

system for the three algorithms. It can be observed that all 

three algorithms exhibit efficient performance in reducing the 

load on the system as the number of iterations rises during the 

search for the best solution for the scheduling procedure. 

Interestingly, the PSO demonstrates a greater reduction in load 

cost compared to the whale algorithm. This is explained by 

balancing the final optimization goal function with the global 

optimum value (i.e., total cost), and the optimal value (i.e., the 

function for load costing). By giving up the local ideal value, 

which stands for the system load, the whale algorithm can 

obtain the global optimal value. This shows how well it can 

manage difficult optimization problems. 

 

 
 

Figure 6. Comparison of algorithms load costs 

 

 
 

Figure 7. The three methods price costs at different numbers 

of iterations 

 

1955



 

5.3 Price cost 

 

Figure 7 illustrates the price cost parameter, and it clearly 

shows that the whale algorithm outperforms the ACO and 

PSO. This shows how the whale algorithm may reduce system 

expenses as well as the economic cost of using resources, both 

of which increase the quality of cloud computing services. 

 

5.4 Total cost 

 

The values of the total cost, or the final optimization 

function, for each of the three techniques are displayed in 

Figure 8. The advantages provided by the three task 

scheduling approaches are illustrated by the observation that, 

for all algorithms, the overall cost lowers as number of 

iterations grows during the search for the best solution. 

Moreover, it is evident that, whale method performs better 

than the other algorithms, demonstrating its capacity to find 

the best work scheduling solution more quickly and precisely. 

Despite the relatively close performance of the WOA and 

PSO, the Whale algorithm consistently performs better. 

 

 
 

Figure 8. Comparison of total cost by raising the number of 

iterations of the three algorithms 

 

It can be observed that, the function 𝐹𝑜𝑝𝑡 , refers to the 

optimization process's ultimate goal function, and ultimate 

representation of the three partial functions 𝑓1, 𝑓2, and 𝑓3. 

Therefore, it is the most important factor in evaluating the 

outcome of the optimization process. Despite the presence of 

a high partial value representing the load cost, the overall 

improvement is evident in the final result, emphasizing that the 

application of the WOA in cloud systems can offer a clearer 

more effective approach for cloud computing work 

scheduling, leading to enhanced Quality of Service in these 

systems. 

The experimental results obtained in this research show the 

clear advantages provided by the application of the WOA on 

scheduling problems in cloud systems, where it provides an 

effective solution to the scheduling problem, including 

reducing execution time cost and economic cost compared to 

ACO and PSO. Although PSO provided better performance in 

reducing system load cost, the Whale Optimization Algorithm 

gives importance to the final objective function, which is the 

primary concern, where WOA provides the best solution in 

terms of, the total cost. Therefore, WOA remains the best 

approach. 

Based on the execution parameters, cloud environment 

settings (such as the number of virtual machines, number of 

jobs, and detailed job parameters), and the results obtained, it 

is evident that the application of the WOA is effective in 

typical cloud systems. This effectiveness is particularly 

notable in environments free from the complexities often 

associated with cloud operations, such as high task execution 

requirements and large volumes of tasks.  

However, the application of WOA in complex cloud 

systems requires further developments and improvements, 

which will be part of our future work to achieve a dynamic 

WOA approach that considers the various requirements for 

task execution performance. 

 

 

6. CONCLUSIONS 

 

In this research, the latest metaheuristic algorithms (Whale 

Optimization Algorithm) were applied to solve the cloud-

computing job scheduling issue. A paradigm for multi-

objective task scheduling was used for arranging tasks to 

enhance the level of service quality. In comparison to other 

metaheuristic algorithms, WOA minimizes the overall cost, 

and minimizes the cost of execution time, and price, according 

to experimental data. Despite causing an increase in the load 

cost, the ultimate goal of improvement, which is the most 

important, is evident. This explains the ability of the WOA to 

effectively reach optimal scheduling plans. 

The ultimate goal is to reach an effective, dynamic, and 

integrated methodology for task scheduling in cloud 

computing frameworks that achieves overall Quality of 

Service. This requires introducing improvements and 

developments to WOA to eliminate the limitations that 

directly affect the final scheduling results, such as 

convergence speed (in the case of large and complex 

scheduling problems) and scalability (a large number of tasks 

and complex requirements that need very high computational 

capabilities). Additionally, the re-tuning of the WOA 

parameters is required to reflect performance improvements. 

In the future, it is possible to consider reducing the system 

load cost when applying the WOA by introducing some 

improvements to the search process (exploitation and 

exploration) for the optimal solution, in addition to addressing 

the three constraints of the WOA, which pose a future 

challenge, aiming to achieve an integrated approach that 

realizes optimal scheduling plans. 
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