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Integer motion estimation (IME), which leverages the temporal redundancy in video 
sequences, plays a crucial role in enabling effective video compression. However, the 
substantial computational demands of real-time motion estimation necessitate significant 
processing power. This requirement poses a challenge for lightweight mobile devices, which 
are constrained by limited processing capabilities and rely heavily on battery power. To 
address this issue, an efficient design for the Sum of Absolute Differences (SAD) module 
has been proposed, aimed at reducing both computational complexity and power 
consumption in video encoding applications. The size, power, and speed of the proposed 
design have been evaluated and integrated using Xilinx tools. Comparative analysis 
indicates that the proposed design is more compact and energy-efficient than existing 
models. Additionally, an image sharpening approach has been employed to assess the video 
quality metrics, including the peak signal-to-noise ratio (PSNR) and accuracy, of the 
proposed and existing methods. The findings suggest significant improvements in both the 
performance and energy efficiency of the motion estimation process. 
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1. INTRODUCTION

High Efficiency Video Coding (HEVC) is a technique that
transfers data without loss and compresses it with high 
efficiency. The novel standard for video compression called 
HEVC has double the coding efficiency when compared with 
the standard H.264/AVC [1, 2]. Video encoders are becoming 
more and more efficient because of their sophisticated digital 
processing algorithms. These algorithms are employed in 
specialized hardware to get the best possible balance between 
power consumption and quality. However, the hardware 
approach consumes more energy overall. As the mobility of 
video processing applications increases, power efficiency is 
becoming a significant concern [3]. Generally, HEVC 
encoding and decoding will consume more power and have a 
complex structure due to their encoding and decoding 
processes. As the algorithm consumes more power, the battery 
life span will be shorter. As the battery life span is shorter, the 
sensor systems will lose more data. To overcome these 
drawbacks, several researchers have researched this area to 
reduce the area and power consumption in HEVC. Several 
video coding techniques have been developed to reduce the 
errors present in the system, which is known to be somewhat 
error-tolerant when it comes to how human sensory systems 
interpret the finished output [4]. Consequently, systems that 
employ video coding can become more energy-efficient 
through the use of approximation computing [5]. As such, 
power is significantly increased when approximation 
computing is integrated into hardware video encoders [6]. The 

integer motion estimation (IME) module of a video encoder is 
the most crucial and power-hungry module. 

IME is the one eminent power-hungry architecture in video 
encoder and decoder designs. Several researchers have put 
their effect on the reduction of area for the IME, which is used 
in sum of absolute differences (SAD) designs. Nevertheless, 
these architectures frequently require heavy energy 
consumption. But these architectures generally use a lot of 
electricity. So the main challenge of this research is to 
implement the motion estimation block by minimizing 
hardware complexity in the SAD architecture. Zhu et al. 
proposed the truncation-error-tolerant adder and its 
application in digital signal processing, which has less area 
and power. The authors Porto et al. proposed motion 
estimation using approximate arithmetic, which is an efficient 
hardware design [7]. Next, Rafael Ferreira described the 
approximate subtractor for video coding for hardware 
accelerators. The authors [8] explained the usefulness of video 
coding hardware accelerators by using an approximate 
subtractor, by which the power consumption has been reduced. 
The approximate subtractor also plays a key role in the 
division operation [9-11]. 

The rest of the organization of the paper is as follows: The 
overview of the method is described in Section 2. While 
Section 3 describes the current procedures, Section 4 provides 
the designed work. Section 5 describes the results of the 
evaluation of the proposed work. The paper ultimately 
concludes in Section 6. 
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2. OVERVIEW

2.1 SAD 

The SAD distortion metric is frequently used in IME to 
choose candidate blocks that complement the best block in the 
present unit [12, 13]. The SAD formula is as follows: 

SAD = � � |𝐶𝐶𝑙𝑙,𝑘𝑘 − 𝑅𝑅𝑙𝑙,𝑘𝑘

𝑚𝑚−1

𝑘𝑘=0

𝑛𝑛−1

𝑙𝑙=0

| (1) 

The SAD analysis is given by Eq. (1), where C=current unit, 
R= reference unit. 

Samples with dimensions denoted by l & m, by using Eq. (1) 
we can calculate the addition of two numbers. 

3. EXACT COMPRESSOR ADDERS

We need 2 adders to design the exact compressor adder.
Generally, these adders require 3 o/p and 5 sample inputs for 
calculating the sum and carry. Since compressor Cout is 
independent of Cin, the structure may be built more efficiently 
[14, 15]. The overall result (T42) for a precise 4:2 compressor 
is given by Eq. (2). 

𝑇𝑇4:2 = 2(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜) + 𝑆𝑆𝑆𝑆𝑆𝑆 (2) 

Three perfect 4:2 compressors combine to form the precise 
8:2 compressor, as shown in Figure 1. Six carry outputs (Cout4, 
Cout3, Cout2, Cout1, Cout0), eight primary inputs, and five 
carry outputs (Cout0,Cout1,Cout2,Cout3,Cout4) make up the 8:2 
precise compressor. Eq. (3) displays the sum output for the 
precise 8:2 compressor adder [16]. 

Figure 1. 8:2 compressor adder 

3.1 N-Bit exact compressor adder 

One 8:2 compressor is all that is required to add 8 inputs 
with a bit width of 1. There are additional 8:2 compressors 
when the bit widths of the input operands are increased, and 
these compressors must be combined. The N-bit precise 
compressor adder is shown in Figure 2. 

𝑇𝑇8:2 = 2(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜4 + 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜3 + 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜2 + 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜1
+ 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜0)  + 𝑆𝑆𝑆𝑆𝑆𝑆 (3) 

Figure 2. 8:2 compressor adder 

3.2 Approximate compressor adder 

In the approximation, compressor adders are discussed. 
Approximately four out of every five compressors have two 
outputs and four inputs. The sum is in full (T′). Eq. (4) gives 
the approximate compressor's 4:2 results. 

𝑇𝑇′4:2 = 2(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) + 𝑆𝑆𝑆𝑆𝑆𝑆 (4) 

A large number of compressor adder approximations are 
known from the literature. We'll discuss a few of them in this 
paragraph right now is shown in Figure 3. The research [10] 
suggested using logic gates such as AND, XOR, OR, and 
compressors. Out of sixteen, the compressor produces an error 
five times. The efficiency of the compressor decreases as area 
and power increase. The research [11] provided an example of 
how to create sum and carry outputs using XOR, AND & OR 
logic gates. The compressor adder generates an error 4 times 
out of every 16. Despite achieving impressive precision, this 
compressor requires additional gates in order to provide sum 
& carry, which results in issues with area, latency, and power. 
In order to generate the carry with fewer gates, Minho rebuilt 
the compressor adder. The compressor adder uses NOR, 
XNOR, and OR logic gates to generates carry & sum o/ps [12]. 
The compressor adder generates an error. The compressor 
requires less room, time, and energy and operates with 
exceptional precision. 

XOR/
XNOR1

XOR/
XNOR2

MUX2MUX1

MUX3 MUX4

X1   X2 X3   X4

Sum Carry

Cout

Cin

Figure 3. Types of approximate compressor adders 
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3.3 The mathematical calculations of SAD 
 
One of the IME parts of contemporary video encoders that 

consume power is the SAD architecture. As a result, SAD unit 
tuning has been the focus of most current research [6]. 
Recommends a three-stage SAD architecture based on the 
minimal SAD determination units, the compression unit, and 
the absolute difference. 

The low-power SAD architectures have been explained by 
Bossen [7] on the tool's adder, utilizing 3:2 and 4:2 compressor 
adder trees to produce SAD architecture. A SAD architecture 
was used by the authors, which comprises reassembling 
smaller SAD components into larger blocks. The authors 
offered a method for analyzing the reduction technique, which 
reduces the number of SAD computations made during IME 
by removing certain pixels from the JM and x264 software. 
The author offers a compressor adder based SAD design that 
is power-efficient by using two 8:2 adder compressors and 
several adders in the recombination line. Several authors 
developed an effective 8:2 compressor adder-based SAD 
design using four different 8:2 compressor adders. Using 8:2 
compressors, five separate adders were used to create the 
recombination line for the 8-bit adder. 

The research [8] gives a brief idea of how to design the SAD 
using the carry cutback approximate adder with fixed-point 
implementation and floating-point precision. In this, more 
errors will be present. In paper [12], the approximate 
compressor adder is used in the Vedic multiplier and the same 
concept is applied in SAD. 

 
3.4 Inaccurate mathematical procedures in SAD 

 
The authors integrated approximation adders into the SAD 

design to decrease power consumption. A less power 
consumption SAD architecture using approximation adders is 
shown in the research [5] to have a little influence on coding 
efficiency. The trade-off analysis was carried out by the 
authors [6] with a single-adder setup. The coding efficiency 
against power consumption for LOA with five approximation 
bits uniformly applied to the adders in the tree is displayed in 
the results. Three distinct approximation adders were used in 

three separate SAD design positions by Bossen [7]. A 
C++model was developed to specify the SAD architecture, 
based on the SAD accelerator that was made available in the 
research [8]. To reduce the power consumption of HEVC, the 
study [3] developed an approximate architecture for motion 
estimation. The authors of the study [9] provided a basic 
subtractor for SAD and looked at the various architectures 
made available for HEVC motion estimation. After assessing 
all approximation adders—including their own—in terms of 
HEVC motion estimation, the authors published an 
approximation adder in the study [10]. 

 
 

4. PROPOSED SAD ARCHITECTURE BASED ON 
APPROXIMATE COMPRESSOR ADDER 

 
Figure 4 shows the SAD design with an adder tree. No 

advantage of the values on the adder tree is used in the 
computation. Selvo et al. [11] replaced the adder tree with the 
same 8:2 compressor that is depicted in Figure 5. An N-bit 
approximate 8:2 compressor was used in this study rather than 
the N-bit exact 8:2 compressor adder to save power usage. 
Only in the case where there are N approximate 8:2 
compressors can an N-bit approximate 8:2 compressor be 
generated. 

 
4.1 Proposed 4:2 compressor adder 
 

The exact 8:2 compressor has two primary outputs, five 
carry outputs, eight primary inputs, and five carry outputs. To 
save power, we proposed an approximately 8:2 compressor, 
which reduces calculation complexity. The main objective of 
this work is to create an approximate 8:2 compressor. The 
roughly 8:2 compressor that is being proposed consists of eight 
inputs (A1, A2, A3, A4, A5, A6, A7, and A8) and two carry 
inputs (cin0 and cin1). This compressor adder features two 
carry outputs (Carry1 and Carry2) in addition to its two major 
outputs (Sum and Carry). The approximate construction of an 
8:2 compressor is shown in Figure 5. As Figure 5 shows, three 
about 4:2 compressors are used to implement. 

 

-Orig(0)
Ref(0) Mux abs

- Mux absOrig(1)
Ref(1)

+

-Orig(0)
Ref(0) Mux abs

- Mux absOrig(1)
Ref(1)

+

-Orig(0)
Ref(0) Mux abs

- Mux absOrig(1)
Ref(1)

+

-Orig(0)
Ref(0) Mux abs

- Mux absOrig(1)
Ref(1)

+

+

+

+ Adder SAD

 
 

Figure 4. SAD design 
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Figure 5. Approximate 8:2 compressor adder 
 

 
 

Figure 6. Novel compressor adder 
 
𝑇𝑇′8:2 = 2(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2 + 𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1) + 𝑆𝑆𝑆𝑆𝑆𝑆 (5) 

 
The approximate 8:2 compressor adder has three carry 

outputs rather than six, as shown by Eqs. (3) and (5). In Section 
2.3, a number of the approximate 4:2 compressor adder 
designs currently in use were thoroughly investigated. We 
suggested six additional 8:2 approximation compressor adders 
using these roughly 4:2 compressor adders. Out of the six 
approximately 4:2 compressor adders, as shown in Figure 6. 
Only UCAC1 has one output, while the other five have two. 
Because of this, the approximately 8:2 compressor adder 
constructed with UCAC1 is not built like the previous 8:2 
compressor adders, which were built with about 4:2 
compressor adders. The architecture of the remaining five 
approximate 8:2 compressor adders is depicted in Figure 5, 
and the architecture of the approximate 8:2 compressor adder 
employing UCAC1 is shown in Figure 6. 

4.2 Proposed NXN approximate compressor adder 
 

The proposed NXN approximate compressor adder is 
implemented using 8 inputs with a size of N bits of the 8:2 
compressor adders. The basic compressor adder circuit is 
shown in Figure 7. With the help of that, we enhanced the N*N 
proposed compressor adder, which is shown in Figure 7. It 
contains elements from j=1 to N. When we observe Figure 7, 
it has two types of regions. One is an exact region and other 
one is an approximate region. The exact region is made up of 
a base adder circuit, and the second region is designed using 
the proposed 8:2 compressor adder. There is an alternative to 
the exact region and the approximate region in the N*N adder. 
By having this concept, we can minimize the power, as shown 
in Figure 8. The carry outputs are passed to the exact adders to 
get the final Cout values. 

Since the approximation compressor only has two carry 
outputs and the exact compressor adders require five inputs, 
we added three carry sources with a value of zero while 
shifting from the approximate region to the correct region. 
Using this method, we obtain the final sum and proceed to 
process the outputs. 
 

 
 

Figure 7. Proposed approximate adder 
 

 
 

Figure 8. Power consumption report 
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5. RESULT ANALYSIS

The proposed design has been implemented on a Spartan-6
FPGA, specifically the XC6SLX16-2 device, using the Xilinx 
tool for area, power, and delay calculations. The proposed 
design operates under a voltage condition of 1.88V at 26°C 
with a frequency of 1GHz. The design has been written in 
Verilog HDL, and the value change dump (VCD) file has been 
generated to determine the switching activity of the design. 
The SAD values are derived from the HEVC encoder. The 
number of errors produced by the proposed approximate 
compressor adder is significantly lower compared to existing 
designs. The area occupied by the proposed design is 30% less 
compared to the architectures in researches [12, 13], as shown 
in Figure 9. Additionally, the power consumption of the design 
is lower than that of all existing compressed adder designs, as 
shown in Table 1 and illustrated in Figure 10. 

Figure 9. Area report 

(a) Real image (b) Existing image [11] (c) Proposed design
image [12] 

Figure 10. (a) Original image (b) Existing image (c) 
Proposed design image 

Synthesis results of existing and proposed designs using 
parameters power, delay, area, and number of errors are shown 
in Table 1. 

Table 1. Synthesis results 

SAD 
Power 
(nw) 

Delay 
(ps) 

Area 
 (µm2) 

No. of 
Errors

45nm technology 
EXDr [11] 57847 70.06 1850 0 

Existing design ref. [12] 
Ref. [13] 34912 70.00 1117 10 
Ref. [14] 39333 61.29 1334 10 
Ref. [15] 43489 61.00 1698 10 
Ref. [16] 38156 64.11 1512 10 

Proposed design 
APD8 51887 69.95 1691 10 

Proposed design2 19875 34.58 956 40 

Table 2. Synthesis result of proposed and existing design 
using Xilinx-Sparten6 FPGA kit 

S.No Design No. of Slices LUTs Registers 
1 Existing design [11] 234 50 17 
2 Existing design [16] 146 39 14 
3 Proposed design 101 22 11 

The Xilinx-Sparten6 implementation using FPGA kit. The 
proposed design has fewer slices and look up tables when 
compared with the existing designs [17]. The number of 
registers required is also less, as shown in above Table 2. 

The PSNR ratios for the existing and proposed designs are 
displayed in Table 3. The corresponding graph is displayed in 
Figure 11. 

Table 3. PSNR ratio for proposed and existing designs 

S.No Methods PSNR(db) 
1 Real Image 29.457 
2 Existing Method 27.28 
3 Proposed Design 21.38 

Figure 11. PSNR graph 

Application of Image Processing 

The proposed SAD-based compressor adder [18, 19] has 
been implemented in a grayscale image of 512*512 image 
sharpening. An image has been chosen for analyzing the 
quality of the proposed SAD-based compressor adder [20]. 
The proposed image has less error when compared with 
existing methods, and the PSNR for the proposed image has 
been calculated and has a lower PSNR ratio when compared 
with existing method, which has high accuracy in the proposed 
image. Table 4 shows the results of the accuracy, PSNR, and 
quality metrics of the proposed and existing methods. Figure 
10 shows the output image of size 512×512 (a) Original image 
(b) Exact multiplier and (c) the proposed SAD-based
compressed adder design.

The accuracy rate of the SAD-based compressor adder 
design is displayed in Table 4 and Figure 12 gives its graph. 

Table 4. Accuracy of proposed and existing images 

S.No Methods Accuracy (%) 
1 Original Image 96.01 
2 Existing Method [12] 97.11 
3 Proposed Image 99.02 
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Figure 12. Accuracy graph 
 
 

6. CONCLUSION 
 
The proposed SAD design is primarily used in image 

processing applications where the approximation concept has 
been applied. The approximate computing concept reduces the 
area, power, and speed parameters. By using the approximate 
computing concept with minimal error, approximately 75% of 
the area of the existing architecture is reduced. The proposed 
design has been tested in the HEVC encoder, demonstrating 
efficient area and power utilization. The HEVC encoder also 
exhibits high-speed performance when compared with 
existing designs. The paper likely proposes techniques for 
approximating the SAD calculation, a core operation in IME, 
using less power-hungry hardware implementations. Low-
power approximate SAD designs have the potential to 
significantly improve the power efficiency of video 
compression algorithms. This is particularly relevant for 
battery-powered devices like smart-phones and wearable 
cameras. By achieving a balance between power savings and 
acceptable video quality, such techniques can enable longer 
battery life and enhance user experience for video applications 
on these devices. Research could also investigate the 
integration of these low-power SAD designs with advanced 
motion estimation algorithms for optimal performance. 
Additionally, exploring hardware architectures specifically 
optimized for implementing approximate SAD calculations 
with minimal power consumption could be a promising 
avenue. Low-power approximate SAD design offers a 
compelling approach to reducing the power footprint of video 
compression. By delving deeper into this area and addressing 
the trade-off between power and quality, significant 
advancements can be made in energy-efficient video 
processing for portable devices. 
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MV Motion Vector  
BD Best Distance 
ME 
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