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Content-based image retrieval involves searching for the desired image from an image 

database. It is realized using feature vectors obtained from the architectural image in 

question. Therefore, feature extraction is a crucial step. In this study, a novel feature vector 

representation method is proposed. In the proposed method, a composite feature vector is 

obtained by using color, edge, and gradient features. The most basic feature of the proposed 

method is that it uses the automatic pixel similarity approach for edge detection. The 

automatic pixel similarity approach offers a non-linear approach similar to the human visual 

system. Moreover, there is no need for any parameter or user intervention in edge detection. 

Additionally, the computational cost is much lower than those in many iterative non-linear 

edge detection approaches. In the study, experiments are carried out in the Corel-1K and 

Corel-10K databases, which are frequently used in image retrieval. The results of the 

proposed method are compared to those of 13 different methods. The superior performance 

of the proposed method is demonstrated. The high performance and low computational cost 

of the proposed method show that it can be easily implemented in many real-time image 

retrieval systems. 
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1. INTRODUCTION

In this study, a novel image retrieval architecture is 

proposed. An architecture is that handles the gradient structure 

and uses the automatic pixel similarity approach for edge 

detection is presented in the proposed method. The most 

important advantage of the method proposed in the study is 

edge detection with a non-linear edge detection algorithm that 

simulates the human visual system. The success of the 

proposed approach is compared to various current approaches. 

Additionally, the consistency of the experiments is ensured by 

using the Corel-1K and Corel-10K databases. The 

experimental results demonstrate the superiority of the 

proposed method. 

1.1 Background on image retrieval 

The development of Internet technologies and the increase 

in the use of images have made image retrieval a popular topic 

in recent years. High-quality images are processed in medicine, 

education, the military, and many other fields. Therefore, these 

images have led to the formation of large image databases. 

However, it has become a problem to find or search for the 

desired image in databases. Researchers have focused on the 

field of image retrieval to overcome this problem. Image 

retrieval is defined as the process of finding the desired image 

in an image database as quickly and accurately as possible. 

While the related process used to be primarily carried out by 

tagging the source images with textual expressions (text-

based), it is now provided with feature vectors obtained from 

the image since labeling images with texts is a subjective 

approach. Additionally, the process in question requires large 

amounts of human labor. The process of image retrieval with 

feature vectors is called content-based image retrieval (CBIR). 

In this process, descriptors of images such as color, shape, and 

texture are used [1-6]. Thus, more objective and stable 

applications are achieved. In other words, instead of labeling 

images with words and different interpretations by different 

people, the features of the images are used. 

1.2 Feature extraction and similarity measurement 

A typical content-based image retrieval process consists of 

two stages. The first stage is the feature extraction stage, which 

is the most vital stage of the architecture because the ability of 

extracted features to represent images significantly affects the 

performance of CBIR systems. As a result, if the feature 

vectors obtained for images are not defined correctly, the 

performance of the systems will be low. Feature extraction 

methods are generally divided into global and local categories. 

Global methods are low-cost computation methods that work 

on the entire image. Local approaches, on the other hand, are 

techniques that take local characteristics into account. 

Histograms [7], color moments [8], and co-occurrence 

matrices [9] are commonly used global features. LBP [10], 

GIST [11], SIFT [12], and SURF [13] are typical techniques 

used for local features. The other stage is the similarity 

measurement stage. This is the step where feature vectors are 
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encountered. 

 

1.3 Color descriptors: Histograms 

 

A histogram is among the well-known color descriptors. It 

is easy to compute and robust in scaling and rotation, making 

it an efficient feature vector. Many studies have used 

histograms [14-18]. However, in general, the use of 

histograms is an approach that neglects local features. 

Additionally, as the image size increases, the success of 

retrieval decreases. On the other hand, various approaches to 

computing histograms have been developed. Color structure, 

dominant color, color scheme, and scalable color techniques 

are some of these approaches [19, 20]. Due to their structure, 

histograms provide the gray-level distributions of all pixels in 

the image. However, they do not contain the coordinate 

information that is necessary to show the differences between 

a pixel and its neighbors. Therefore, there is a need to identify 

edge pixels and add edge information to the feature vector. 

 

1.4 Edge detection techniques 

 

In the literature, it is seen that the use of image features 

together makes the retrieval process more successful. 

Examples of these applications are LBP [10, 21], Texton-

based [4, 22], color matching, and color difference [23] 

methods. The shape attribute is one of the important features 

for retrieval studies. However, segmentation approaches are 

important for shape vectors. It is a difficult problem to 

distinguish shapes in an image. Researchers have used key 

points and local features to overcome this problem [12, 24, 25]. 

One of the remarkable features is the edge attribute. The 

human visual system first detects edges, corners, or transitions 

in an image. Thus, many researchers benefit from edge 

information. Ashraf et al. designed a retrieval system using 

edge information. In the proposed method, image retrieval was 

performed in the YCbCr color space by using a Canny edge 

histogram and a discrete wavelet transform. The combination 

of an edge histogram and a discrete wavelet transform 

improves image retrieval performance for content-based 

search [26]. Another recent study was performed in the YCbCr 

color space, and several features were combined. In the 

aforementioned study, the Canny edge operator was applied to 

obtain shape features. An effective retrieval system was 

developed as a result [27]. A remarkable study using the edge 

operator was carried out by Yuan and Liu [28] in 2020. The 

aforementioned study offered an advantageous architecture as 

it had the power to distinguish histograms and edge 

information. The approach using the Sobel operator for edge 

information outperformed some state-of-the-art methods, 

including the Bow method, local binary pattern histogram, 

perceptual uniform descriptor, color volume histogram, and 

color difference histogram [28]. However, gradient-based 

approaches used for edge detection show linear differences 

between pixels. Therefore, the created feature vectors can also 

include small differences in calculation. On the other hand, the 

pixel similarity approach used in the proposed method 

calculates the edges non-linearly. 

 

1.5 Pixel similarity approach 

 

The pixel similarity approach, which is among important 

edge detection approaches, was developed by Demirci [29] in 

2007. Demirci explained a new edge detection algorithm for 

color images in the algorithm he proposed. The technique 

proposed by Demirci has become a popular approach because 

it is non-linear and produces faster results than statistical edge 

detection models. Therefore, the pixel similarity approach has 

been applied to various subjects [30, 31]. Furthermore, the 

researchers developed upon the pixel similarity approach and 

automated the constant coefficient in this approach [30]. 

Tanyeri et al. [31] used the same approach for image filtering 

and obtained successful results. 

The following sections of the work are organized as follows: 

In Section 2, automatic pixel similarity is explained in detail. 

Section 3 introduces the proposed CBIR architecture. 

Experimental Findings and Discussion are presented in 

Section 4. Finally, conclusions are made in Section 5. 

 

 

2. PIXEL SIMILARITY-BASED AUTOMATIC EDGE 

DETECTION 

 

Edge information refers to changes in the intensities of 

spatial coordinates. Therefore, the similarity of neighboring 

pixels is important. In other words, edge information 

represents the sudden changes between the edge pixels. Thus, 

edge detection in gray-level images with mathematical models 

such as derivatives is successfully implemented with the help 

of thresholding. However, the process in question is more 

complicated because there are 3 different color channels in 

color images. Demirci [29] proposed a new edge detection 

algorithm based on pixel similarity in 2007. The developed 

method reduces 3 different color channels to a one-

dimensional structure. It produces successful results if the 

necessary parameters in the relevant technique are selected 

appropriately. The algorithm initially considers the similarities 

between the center pixel (P0) and its neighbors (P1, P2…, P7, 

P8). Figure 1 shows the center pixel and its neighbors. In the 

similarity transformation algorithm, the similarity between the 

center pixel and the neighbors is calculated as: 

 

𝑆(𝑃0, 𝑃𝑖) = 𝑒
||𝑃0−𝑃𝑖||

𝐷𝑛  (1) 

 

||𝑃0 − 𝑃𝑖|| =
1

√3
(Δ𝑅2 + Δ𝐺2 + Δ𝐵2) 1 2⁄  (2) 

 

Δ𝑅 = |𝑅0 − 𝑅𝑖| 
Δ𝐺 = |𝐺0 − 𝐺𝑖| 
Δ𝐵 = |𝐵0 − 𝐵𝑖| 

(3) 

 

||P0-Pi|| represents the normalized Euclidean distance, while 

Dn is the normalization coefficient. The average similarity of 

the 3×3 mask seen in Figure 1 is formulated as: 

 

𝑆(𝑃0, 𝑃𝑖) =
1

9
∑𝑆(𝑃0, 𝑃𝑖)

8

𝑖=0

 (4) 

 

 
 

Figure 1. 3×3 center pixel and its neighbors 

 

Figure 2 represents a similar image obtained with different 

coefficients. 
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Figure 2. Similarity images: Cameraman a) Dn=16, b) Dn=32, c) Dn=64, d) Dn=128, e) Dn=256 

 

 

 
(c) 

 

Figure 3. (a) Pixel similarity image with automatic Dn coefficient, (b) Response of a human ganglion cell [32], (c) Pixel 

similarity graph for different da values 

 

İncetaş et al. [31] proposed an approach to automate the 

normalization coefficient and developed the similarity 

transformation approach in 2019. In their study, the Dn 

coefficient is calculated as: 

 

𝐷𝑛 = (
255

𝑑𝑎2 + 1
) + 1 (5) 

 

Here, the average of the Euclidean distances between the 

center pixel and the neighbors is shown and is expressed as: 

 

𝑑𝑎 =
1

9
∑𝑑0,𝑖

8

𝑖=0

 (6) 

 

This definition allows the similarity transformation to be 

made automatically without the need for any user intervention. 

In other words, the method was made user-independent. 

Figure 3 (a) shows the similarity image obtained by 

calculating the automatic coefficient. Thanks to the automatic 

pixel similarity-based edge detection approach, edge pixels 

can be calculated non-linearly rather than linearly like in 

gradient-based approaches. In gradient-based approaches, the 

difference between the gray-level values of pixels is directly 

used as an edge value. However, image edges are detected by 

performing non-linear calculations with the help of pixel 

similarity. Figure 3 (b) shows the way the human visual system 

perceives the gray-level change [32]. Although the gray-level 

change occurs linearly, the human visual system can only 

perceive areas where large changes occur. Similarity values 

for different da values, depending on the change in the 

difference between the gray-level values of two pixels, are also 

given in Figure 3 (c). The similarity between pixels is 

calculated not only by the differences between gray-level 

values but also by the averages of neighboring pixels and the 

differences between them. Thus, edge pixels are determined in 

a similar way to the human visual system. 
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3. IMAGE RETRIEVAL USING PIXEL SIMILARITY 

APPROACH 

 

Feature extraction is the most important step in image 

retrieval studies. Therefore, the ability of the feature vector to 

represent the relevant image directly affects the success of 

retrieval. In a study of GSH [28], a contrasting color space was 

created, and the orientation selection mechanism in the 

relevant color space was reported. The gradient approach was 

used to determine the edges in the orientations. However, the 

Sobel operator was used to extract edge information, and the 

Pixel Similarity approach was used as an edge detection 

algorithm in the study. The pixel similarity technique is a non-

linear approach that simulates the human visual system. Figure 

4 shows the block diagram of the developed image retrieval 

architecture. 

Color is the most important component of an image. HSV 

(hue, saturation, value), on the other hand, is a color space that 

helps define human color perception cylindrically. Both the 

HSV color space and the opponent color space [28] are used 

in this study. The pixel similarity approach is applied to 

images defined in the opponent color space. The HSV color 

space is reduced by uniform quantization. The H, S, and V 

components, which are the components of the HSV color 

space, are reduced to 6, 3, and 3 colors, respectively, and 

feature analyses are carried out. In this case, the obtained color 

set consists of 54 colors in total, in the form of 𝐶𝑞 =

{0,1… ,53}. The density feature is obtained from the color 

channel V and is a vector with 16 elements, the related feature 

equals 𝐼𝑞 = {0,1, … ,15}. Another feature vector is the matrix 

containing the edge information. Similarly, edge orientation 

information is obtained by using pixel similarity after uniform 

quantization. A feature vector with 60 elements in total, 

including the edge orientation map 𝐸𝑞 = {0,1, … ,59}  is 

presented. The length of the resulting feature vector is 130. 

The feature vector in question is a new composite feature 

vector that includes color, edge orientation, and gradient 

structure. Gradient structures are derived from the consistency 

of the edges. Consistency can be expressed as the case where 

the edges have the same gradient value in the same direction. 

It is determined by a 3×3 mask for edge consistency in the 

gradient structure. If we assume that the center pixel in the 

mask is 𝑔(𝑥0, 𝑦0) , and the neighboring pixels are (𝑥1, 𝑦1) 
and(𝑥2, 𝑦2), if the𝑔(𝑥1, 𝑦1) = 𝑔(𝑥0, 𝑦0) = 𝑔(𝑥2, 𝑦2)  quality 

is achieved after the gradient operation of the pixels, we can 

talk about edge consistency. In this case, the angle between the 

local structure and the horizontal direction is shown as 𝛼 , 

where, 𝛼 = {0°, 45°, 90°, 135°}, and this also expresses the 

sense of direction. Figure 5 shows an image representing edge 

consistency. 

 

 
 

Figure 4. Block diagram of the proposed CBIR approach 

 

 
 

Figure 5. Gradient structure detection: a) 3 × 3 block in the 

quantized edge map; b) the consistency of gradient detection; 

c) gradient structure, angle α = 135° 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

 

The success of the proposed method was compared to the 

results of various techniques using different metrics. The main 

one among these was GSH [28], while many edge detection-

based techniques were also included in the comparison. Test 

results and comparisons were made on 2 separate datasets of 

1K and 10K. 

 

4.1 Datasets 

 

In this study, Corel-1K, and Corel-10K, which are the most 

frequently used datasets in image retrieval, were used. All 

1000 images in the Corel-1K dataset, which consists of 10 

categories with 100 images in each, consist of 384×256 (or 

256×384) pixels. In the Corel-10K image set, there are 100 

categories with 100 images each. Each of the 10000 images 

have 192×128 (or 128×192) pixels. 

 

4.2 Performance measures 

 

The Precision and Recall [28, 33-35] performance metrics, 

which are the most frequently used metrics in CBIR studies 

and are common to almost all studies, were used to test the 

proposed method and compare it to other methods. When 

calculating Precision and Recall values, Eqs. (7) and (8) were 

used. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑅

𝑁𝑇

 (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑅

𝑁𝐶

 (8) 

 

In the equations, 𝑁𝑅 is the number of images in the same 

category as the query image from the retrieved images. 𝑁𝑇 

represents the total number of images called in the query. 𝑁𝐶  

represents the total number of images in a category. 

 

1948



 

4.3 Distance metrics 

 

In the tests, it was seen that the Canberra metric was more 

successful, especially in the Corel-1K dataset. Additionally, 

the Canberra metric was used in this study since it is the most 

frequently used metric in other studies in the literature. 

 

4.4 CBIR performance comparisons 

 

In Sections 4.4.1 and 4.4.2, the precision and recall values 

obtained using the proposed method as a result of the retrieval 

operation performed on the Corel-1K and Corel-10K image 

datasets are examined in detail and compared to various 

techniques in the literature. 

 

4.4.1 Results on corel-1K dataset 

Precision and recall rates are shown for N=10, the number 

of images retrieved in Table 1. It is seen that the proposed 

method performed better. The same situation was observed 

when more images were called. This situation is depicted in 

the graph in Figure 6. It is clear based on the graph that as the 

number of recalled images, N, increased, the success rates of 

the techniques seen in the literature dropped dramatically. 

However, the success of the proposed method was quite high 

compared to the other techniques. 

 

 

Table 1. Performance evaluation in Corel-1K, N=10 

 
Method [36] [37] [38] [33] [3] [39] [34] [40] [10] [41] [42] [28] [35] Proposed 

Precision 79.78 79.89 78.50 76.78 74.39 82.96 80.56 77.30 78.62 77.86 80.20 82.80 82.50 85.27 

Recall 7.98 7.99 7.85 7.68 7.44 8.30 8.06 7.73 7.86 7.79 8.02 8.28 8.25 85.2 

 

 
 

Figure 6. Results on the Corel-1k dataset 

 

In addition to methods presented in a previous study [35], 

which are among the newest techniques, it is seen that the 

success rates of the techniques proposed in another study [28], 

which are very similar to the proposed method except that they 

use gradients for edge detection, decreased significantly. 

Another study [28] offered an effective retrieval structure. In 

the study, a gradient-based feature vector, which is frequently 

preferred in image processing approaches, was used. However, 

the gradient approach is a technique based on linear 

differences between pixels. The most important disadvantages 

of the gradient are its high noise sensitivity and its inaccuracy 

in edge detection [43-45]. Similarly, in another study [34], the 

Local Binary Pattern (LBP) technique was used. The Local 

Binary Pattern (LBP) is widely used in texture classification 

due to its strong capacity to extract texture features of the 

center pixel. However, it has disadvantages such as the neglect 

of some pixels containing dense texture information, the 

selection of a center pixel directly affecting the success of the 

algorithm, the fact that some uniform patterns may be distorted 

due to noise, and these patterns may be misclassified as non-

uniform patterns [46]. On the other hand, the similarity-based 

approach is non-linear. It offers an effective feature vector for 

image access with its structure. This indicates that the 

proposed similarity-based edge detection method plays a 
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major role in feature extraction. 

 

4.4.2 Results on corel-10K dataset 

In Table 2, the techniques in the literature and the precision 

and recall rates obtained with the proposed method for the 

number of images retrieved N=10 in the Corel-10k dataset are 

shown. It is seen that the proposed method was well-ahead in 

the Corel-10k dataset. In the graph, N indicates the change in 

the retrieval performances of the techniques. It is seen in the 

graph in Figure 7 that the success of the proposed method was 

quite high compared to other techniques as the number of 

called images N increased. The decrease in the success rates 

of other techniques was also quite dramatic, just as in Corel-

1k. 

 

Table 2. Performance evaluation on the Corel-10K, N=10 

 
Method [36] [37] [38] [33] [3] [39] [43] [40] [26] [41] [28] [35] Proposed 

Precision 53.59 51.09 52.44 50.64 36.92 49.38 56.44 45.69 53.19 52.38 57.59 56.28 59.86 

Recall 5.36 5.11 5.24 5.06 3.69 4.94 5.64 4.57 5.32 5.24 5.76 5.63 5.97 

 
 

Figure 7. Results on the Corel-10k dataset 

 

4.5 Further discussion 

 

Although similarity-based edge detection has been used in 

different studies before, this study was the first to use it in 

image retrieval approaches. It is possible to determine edges 

non-linearly rather than linearly, similar to the human visual 

system (HVS), with the similarity-based edge detection 

method. Thus, instead of small changes in the gradient value, 

edge information in regions with more significant changes can 

be used for image retrieval. On the other hand, non-linear 

approaches often have large computational costs. Nevertheless, 

thanks to the simple computation process in the proposed 

method, the computational cost remains quite low. 

Another important advantage of the proposed method is that 

it does not contain any parameters. This ensures that the user 

does not have to make any selections. For example, entering 

different parameters in a previously reported method [35] 

caused significant changes in the results. Figure 3 clearly 

demonstrates the difference between conventional gradient-

based approaches and the proposed similarity-based method. 

The main reason for the success of the proposed method is that 

it is more compatible with the human visual system. In other 

words, it detects edge pixels more accurately. Another 

conclusion is that the feature vectors obtained through the 

developed technique represent the images better. This 

situation is proven in Tables 1 and 2. Additionally, Figures 6 

and 7 provide results that are compatible with the results given 

in the tables. 

 

4.6 Limitations of the proposed method 

 

The proposed method achieved a very successful retrieval 

performance by simulating the HVS thanks to its non-linear 

edge detection feature. However, the linear measurement of 

these features with the help of relatively simple metrics is seen 

as an important obstacle to achieving higher success. It is 

planned to carry out further studies to increase retrieval 

performance by using machine learning techniques. The pixel 

similarity method, if equipped with the ability to learn through 

machine learning or artificial intelligence techniques, will 
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have a complex and more decisive structure rather than simple 

calculations. Additionally, these calculations will simulate the 

HVS more effectively. 

 

 

5. CONCLUSIONS 

 

In this study, a new image retrieval method was presented 

with the help of a non-linear edge detection approach based on 

pixel similarity. Moreover, similarity-based edge detection 

was used for the first time in the field of image retrieval. Thus, 

unlike many studies in the literature, edges were determined 

non-linearly instead of using gradient-based linear approaches. 

Additionally, computational complexity did not increase 

thanks to the non-iterative, simple process used for calculating 

the similarity value. The results showed that pixel similarity 

can be used more successfully than gradient-based approaches 

such as Sobel. Considering the results, it is concluded that the 

proposed method produced approximately 3% more 

successful results in the Corel-1K and Corel-10K databases 

than the methods used in the two most recent studies. In Corel-

10K, the success rates of all other methods decreased. It was 

expected that the success rates of the methods would decrease 

as the number of images increased. In future studies, it is 

planned to combine the obtained features with other image 

features with the help of machine learning and deep learning 

techniques, as well as classification studies in addition to 

CBIR. 
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