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This study aims to improve the performance of classification algorithms in dealing with 

unbalanced and high-dimensional health in stroke prediction by integrating correlation 

feature selection and hybrid sampling techniques. Several previous studies that used 

machine learning methods to predict stroke still had less than optimal accuracy. This is 

because stroke data has several problems, including missing values, many attributes, and 

data imbalance can cause a decrease in the performance of the classification method. 

Therefore, this research uses an integrated approach to feature selection and hybrid 

sampling. The objective of the feature selection technique is to identify important attributes 

within stroke data. After that, the SMOTE-Enn hybrid sampling approach is utilized to 

address data imbalance. The research findings indicate that employing correlation-based 

feature selection along with SMOTE-Enn and the Random Forest algorithm leads to 

improved performance compared to no sampling with the SVM and XGBoost methods, 

with an increase in accuracy of 3%, recall of 91.3%, and AUC of 45.2%. Thus, the proposed 

method performed better than recent stroke classification studies. 
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1. INTRODUCTION

The increasing availability of health data related to disease 

in electronic medical records presents an interesting 

opportunity for pattern analysis using machine learning [1]. 

However, the existing collection of disease data in electronic 

medical records is often underutilized, resulting in a problem 

of being rich in data but poor in knowledge [2, 3]. Nevertheless, 

this dataset can be leveraged to extract valuable knowledge 

patterns, such as early detection of diseases based on 

symptoms [4-6] like stroke [7]. Stroke is one of the leading 

causes of disability and death globally [1].  

With the increasing availability of comprehensive health 

datasets, there is a huge opportunity to leverage machine 

learning [8] to predict stroke, potentially saving lives through 

early detection. However, utilizing health data to accurately 

predict stroke has many challenges. In this study, machine 

learning is applied to predict stroke disease early by seeking 

methods that provide a very high level of accuracy to minimize 

errors in the prediction. By utilizing machine learning models, 

it is possible to predict early on whether a patient has the 

potential to suffer from stroke or not based on the inputted 

stroke symptoms [9, 10]. The problems with stroke data are 

that it has missing values, there are many of features, and the 

data is unbalanced. A large number of features can have a 

negative impact on the performance of classification methods, 

when the number of relevant features is less than irrelevant 

features [11]. Besides that, many features have an impact on 

long computing times [12]. Selection of influential features 

can have a positive influence on the performance of the 

classification method and the computing time can be fast [13]. 

Apart from that, the problem with stroke data is that the data 

is unbalanced. In the stroke data, the number of stroke classes 

is 209 instances (minority class) less than the non-stroke class 

of 4699 instances (majority class). This can cause the results 

of the classification method to be biased and make it difficult 

to classify stroke class compared to non-stroke class [14]. In 

other words, the stroke class can be classified as a non-stroke 

class, because this class is less represented in the stroke dataset. 

Therefore, this research needs to solve the problem of many 

features and unbalanced data simultaneously, in order to 

improve the performance of the classification method more 

optimally. Previous researchers have already conducted stroke 

disease prediction using machine-learning approaches. 

Ahammad [15] employed various machine learning methods 

with feature selection and achieved an accuracy rate of 97%. 

Ray et al. [16] used the chi-square feature selection method to 

determine relevant attributes in stroke disease data. It was 

found that using chi-square feature selection significantly 

improved accuracy and reduced computation time in the 

model used. Gupta and Raheja [17] utilized the Random Forest 

method and adaptive synthetic sampling (adasyn) with an 

accuracy of 97.6%. Yin et al. [18] predicted stroke using 

multiple machine learning methods and data sampling, 

achieving an accuracy of 71.2% and a recall of 80.3%. 

Ashrafuzzaman et al. [19] employed the deep learning 

Convolutional Neural Network (CNN) method for stroke 

disease prediction with an accuracy of 95.5%. Research [20] 
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compared the Random Forest method with KNN, where KNN 

obtained a higher accuracy rate of 95.7% compared to Random 

Forest. 

Wang et al. [21] solves the problem of imbalanced data in 

stroke data using SMOTE and then performs classification 

with Random Forest. The outcome shows that the SMOTE 

method combined with Random Forest attains an accuracy of 

70.29% and a precision of 70.05%. Islam et al. [22] used the 

Random Forest algorithm and various sampling techniques to 

predict stroke, achieving precision, recall and F1 score of 96% 

respectively. Abd Mizwar et al. [23] predicts stroke using the 

Extreme Gradient Boosting method with an accuracy of 96%, 

specificity of 87.7%, and recall of 19.7%. Various machine 

learning techniques were evaluated for predicting stroke 

disease [24]. The results showed that Neural Networks 

outperformed Random Forest, KNN, Naive Bayes, and SVM, 

achieving an accuracy of 95% and a recall of 100%. Bandi et 

al. [25] compares several machine learning methods for stroke 

disease prediction. According to the findings of the study, the 

Random Forest technique outperforms other machine learning 

methods. Dev et al. [26] uses machine learning and PCA for 

stroke disease prediction, where the Neural Networks method 

with PCA performs better than Random Forest and Decision 

Tree with an accuracy of 75%, recall of 68%, and f1-measure 

of 73%. Hairani and Priyanto [27], Hairani et al. [28] used a 

combined sampling strategy utilizing Random Forest to 

address imbalanced data issues in diabetes disease. The 

research uses the hybrid sampling methods of SMOTE-Enn 

and SMOTE-Tomek Link. Research findings show that the use 

of the SMOTE-Enn technique combined with Random Forest 

provides better results compared to the use of the SMOTE-

Tomek Link method. 

Several previous studies, such as studies Gupta and Raheja 

[17], Yin et al. [18], Ashrafuzzaman et al. [19], Wang et al. 

[21], have only focused on solving the problem of imbalanced 

data using the oversampling approach, which has the 

drawback of generating a lot of noise data in the artificially 

created minority data. On the other hand, studies of Ahammad 

[15], Ray et al. [16], Dev et al. [26] have focused more on the 

use of feature selection to improve the performance of the 

classification methods used without addressing the problem of 

imbalanced data. Thus, several gaps or challenges can be 

addressed by considering the unresolved issues in previous 

research, namely: (1) its suboptimal performance that can be 

enhanced, (2) the unresolved issue of numerous attributes and 

imbalanced stroke data simultaneously, which can affect the 

performance of the methods. To improve the weaknesses of 

previous research, this research proposes two approaches 

simultaneously, namely feature selection and hybrid sampling 

in solving the problem of stroke data which has many 

attributes and imbalance data. Where, the proposed method is 

a novelty that has not been used by previous research referred 

to in predicting stroke. Hence, this research aims to enhance 

the performance of classification methods such as Random 

Forest, SVM, and XGBoost in stroke disease classification by 

integrating correlation feature selection techniques and hybrid 

sampling. By identifying the most relevant features and 

balancing the dataset through hybrid sampling, the research 

goal to improve how classification algorithms deal with 

imbalanced and high-dimensional health data, with the 

potential to create more precise and effective models for 

healthcare applications like diagnosing stroke disease. 

2. MATERIALS AND METHODS

Figure 1 demonstrates the research stages, starting with the 

acquisition of a stroke disease dataset from the UCI Machine 

Learning Repository. This dataset was selected due to its 

frequent use in prior studies as experimental material [15-18]. 

This dataset consists of 5110 data points with 10 input and 1 

output feature, as shown in Figure 1. The features of the stroke 

dataset are Gender, Heart Disease, Age, Hypertension, Work 

Type, Ever Married, Residence Type, Smoking Status, BMI, 

Avg Glucose Level (mg/dL), and Stroke. Data samples can be 

seen in Table 1. 

Figure 1. Research flow 

Table 1. Example of stroke disease dataset 

No Age Gender 
Heart 

Disease 

Residence 

Type 
BMI Hypertension 

Ever 

Married 

Work 

Type 

Avg 

Glucose 

Level 

Smoking Stroke 

1 67 Male 1 Urban 36 0 Yes Private 228.36 
Formerly 

Smoked 
1 

… …. …. … … … …. … … … …. …. 

5110 44 Female 0 Urban 26.2 0 Yes Govt_job 85.28 Unknown 0 
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Preprocessing data is a critical step in machine learning to 

achieve optimal results in classification methods by improving 

data quality. In this study, the processed data is stroke disease 

data with several issues, such as missing values, many 

attributes, and imbalanced data. Therefore, the data 

preprocessing stage focuses on handling missing values, many 

attributes, and imbalanced data. Data with missing values will 

be removed as the percentage of missing values is less than 

5%, which does not significantly impact the method's 

performance [29]. This study uses a correlation-based feature 

selection method to identify features that impact stroke 

prediction. This method evaluates the relationship between 

independent features and the class within a dataset to 

determine the most relevant features. Eq. (1) is used as the 

formula to calculate the correlation. 

𝑟 =
𝑛.(∑𝑋𝑌)−(∑𝑋).(∑𝑌)

√(𝑛.∑𝑋2−(∑𝑋)2)√(𝑛.∑𝑌2−(∑𝑌)2)
(1) 

The correlation coefficient is represented by r, and n 

denotes the number of data points. Y stands for the dependent 

variable, whereas X represents the independent variable.  

After performing feature selection using correlation, the 

next step is to address the imbalanced data in stroke disease 

data. The approach used to address this issue is hybrid 

sampling using SMOTE-Enn. The SMOTE-Enn method 

combines the SMOTE method with edited nearest neighbors 

(Enn) to reduce noise by randomly selecting instances and 

removing majority class instances close to the minority class. 

The SMOTE-Enn method works by balancing the data using 

the SMOTE method, which generates noise. Then, the noise 

data from SMOTE is removed using the Enn method. The Enn 

method removes noise instances, which are majority-class 

instances close to the minority class, to minimize classification 

errors and reduce the occurrence of noise. The working 

concept of SMOTE-Enn is shown in Figure 2. 

Figure 2. SMOTE-Enn working concept [30] 

In stroke disease data, several attributes with nominal types 

such as gender, residence type, work type, category married 

convs, and smoking status were found, requiring 

transformation. Transformation is used to convert nominal 

attribute types into numerical representations. This is 

necessary to perform feature selection with correlation and 

address the issue of imbalanced data using hybrid sampling. 

The transformation results of the gender, residence type, work 

type, category married convs, and smoking status attributes are 

shown in Tables 2 to 6. 

Table 2. Gender attribute transformation result 

No Gender Category Conversion 

1 Male 1 

2 Female 2 

Table 3. Transformation result of residence type attribute 

No Residence Type Category Conversion 

1 Urban 1 

2 Rural 2 

Table 4. Transformation result of work type attribute 

No Work_Type Category Conversion 

1 Never_worked 5 

2 Private 4 

3 Self-employed 3 

4 Govt_job 2 

5 Children 1 

Table 5. Transformation result of category married convs 

attribute 

No Married_Convs Category Conversion 

1 Yes 1 

2 No 2 

Table 6. Transformation result of smoking status attribute 

No Smoking_Status Category Conversion 

1 Unknown 4 

2 Formerly Smoked 3 

3 Never Smoked 2 

4 Smokes 1 

This study employs several classification methods for 

predicting stroke disease: Random Forest, SVM, and 

XGBoost. Random Forest is an ensemble learning based on 

decision trees [29], which creates a group of decision trees 

from randomly selected subsets. Each decision tree provides a 

prediction, and then voting is performed for these predictions. 

The best or most accurate prediction is selected based on the 

majority voting and considered the final prediction. 

SVM is a classification technique designed to identify the 

optimal hyperplane by maximizing the separation margin 

between classes [31] and works on linear and nonlinear data. 

SVM uses soft margins and feature space to transform 

nonlinear data into linear data. 

One of the well-known variants of the gradient boosting 

algorithm is XGBoost, which emphasizes speed and accuracy 

[32]. XGBoost is an ensemble learning method that utilizes 

gradient boosting with decision trees to achieve maximum 

scalability [33]. In terms of base classifiers, XGBoost focuses 

solely on decision trees. Various error functions can be used 

to control the complexity level of these trees [34]. 

In the performance evaluation stage, machine learning 

methods such as Random Forest, SVM, and XGBoost are 

tested to assess their accuracy in predicting stroke after the 

data is divided into training and testing sets using the 10-fold 

cross-validation technique. The performance of these methods 

is evaluated using three metrics: accuracy, recall, and AUC, 

which are obtained from the confusion matrix table. Accuracy 

[35], recall, and AUC are calculated using Eqs. (2) to (4) [36-

38]. 
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
(2) 

𝑟𝑒𝑐𝑎𝑙𝑙=
𝑇𝑃

𝑇𝑃+𝐹𝑁
(3) 

𝐴𝑈𝐶=
(𝑟𝑒𝑐𝑎𝑙𝑙∗𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)

2
(4) 

3. RESULTS AND DISCUSSION

This section explains the research results achieved based on 

the research flow shown in Figure 1. This study used data on 

stroke disease obtained from the UCI Machine Learning 

Repository with a total of 5110 instances. However, there are 

several issues with the stroke data, such as missing values or 

incomplete data, numerous attributes, and imbalanced data. 

201 missing values, or approximately 3.9% of the total data, 

can be removed. After that, there is one instance in the gender 

attribute that has a different value from the others, namely 

"other," so that instance is deleted. In removing missing values 

and unfamiliar data, the number of instances of stroke disease 

becomes 4908. There are 4699 instances from the non-stroke 

class (the majority class) and 209 instances from the stroke 

class (the minority class).   

The following task is to identify essential characteristics in 

stroke disease classification to enhance the effectiveness of the 

employed classification technique. The approach for selecting 

features in stroke disease data relies on evaluating the 

correlation between input attributes and the class. Figure 3 

shows that the most dominant features in stroke disease data 

are age, hypertension, heart disease, and average glucose level, 

with correlation values greater than 0.1 (r>=0.1). Four 

attributes will be processed in the next stage.  

Figure 3. Correlation of input attributes with class 

Figure 4. Distributions of number of stroke disease classes 

before and after sampling 

The next step is to balance data using the hybrid sampling 

method, namely SMOTE-Enn. Data balancing using hybrid 

sampling involves adding minority data using SMOTE and 

then removing majority data that is considered noise and 

overlapping until the data is balanced using SMOTE-Enn. In 

Figure 4, the results of data balancing using the Hybrid 

sampling method SMOTE-Enn can be seen. Figure 3 shows 

that the hybrid sampling method SMOTE-Enn results in class 

balance, with 3355 instances of the minority class (stroke) and 

3755 instances of the majority class (non-stroke). 

The next step involves implementing several classification 

methods, namely Random Forest, SVM, and XGBoost, to 

classify stroke diseases based on the correlation feature 

selection and balanced data. In applying classification 

methods, stroke disease data is divided into testing and traning 

data using the 10-fold cross-validation technique, which is 

repeatedly used as the testing and traning data for each fold, 

for the classification results on the testing data, the Random 

Forest, SVM, and XGBoost methods are used in each fold. 

Then, the average of these results is calculated based on the 

obtained confusion matrix table.  

In Table 7, the XGBoost method successfully predicted 

4683 instances of the non-stroke class out of 4699 instances. 

Meanwhile, only 2 out of 209 were accurately classified as 

stroke class. The XGBoost method with SMOTE-Enn 

predicted 3607 instances out of 3755 as the non-stroke class 

and 3026 instances out of 3355 as the stroke class. 

In Table 7, the SVM method without data sampling 

successfully predicted 4699 instances of the non-stroke class 

out of 4699 instances. None of the stroke class instances were 

successfully classified out of 209. When using the SVM 

method with SMOTE-Enn, only 3427 instances out of 3755 

were predicted as a non-stroke class, and 2665 instances out of 

3355 were classified as stroke class.  

In Table 7, the Random Forest method without data 

sampling successfully predicted 4645 instances out of 4699 

instances classified as non-stroke. However, out of the total of 

209 stroke instances, only 16 instances were successfully 

classified. Using Random Forest with SMOTE-Enn method 

predicted 3714 instances of the non-stroke class out of 3755 

instances and successfully classified 3285 instances of the 

stroke class out of a total of 3355 instances. 

Table 8 illustrates that employing feature selection 

classification methods without sampling leads to high 

accuracy rates but lower recall and AUC values. This occurs 

because the classification method prioritizes the majority class 

(non-stroke) over the minority class (stroke). However, by 

balancing the data using hybrid sampling techniques like 

SMOTE-Enn, the classification method's performance 

improves notably in terms of recall and AUC values. In 

summary, utilizing the SMOTE-Enn method with Random 

Forest yields superior performance compared to no sampling. 

The study's findings show that feature selection via correlation 

and SMOTE-Enn with Random Forest achieves 98.4% 

accuracy, 98.9% recall, and a 98.4% AUC, surpassing 

XGBoosting and SVM methods, which is consistent with prior 

research showing that SMOTE-Enn can improve the 

performance of classification methods compared to without 

sampling [39-41]. The proposed method needs to be compared 

with the latest research to demonstrate the level of 

performance improvement compared to existing methods (see 

Table 9).  

Table 9 illustrates the superior performance (accuracy and 

AUC) of the proposed method than several previous studies. 

4699
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209

3355

0
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2000

3000
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In general, the performance of classification methods can be 

improved through feature selection and data sampling [42-44]. 

Our study found that the use of feature selection and hybrid 

sampling of SMOTE-Enn provides increased performance, 

especially recall and AUC for all classification methods used 

in stroke prediction. SMOTE-ENN (Synthetic Minority Over-

sampling Technique-Edited Nearest Neighbors) is a hybrid 

method that combines SMOTE to generate synthetic samples 

and ENN to clean the data set by removing noise. This 

technique aims to improve model performance by addressing 

class imbalance and improving data quality. In general, 

removing noise from majority classes adjacent to minorities 

can improve data quality, this can be seen from the 

performance results obtained with classification methods such 

as increasing recall and AUC. While feature selection methods 

based on correlation and SMOTE-Enn with Random Forest 

exhibit superior performance in classifying stroke disease, 

they still have limitations. Additional research is required to 

address the shortcomings of the Enn method, particularly in 

removing samples from the majority class that are near the 

minority class using three nearest neighbors. The removal of 

three examples from the majority class close to one minority 

class can result in the loss of numerous majority class samples, 

potentially leading to valuable information loss [45]. Another 

weakness is the suboptimal noise removal process in the 

SMOTE-Enn method [40]. It is advisable to enhance this 

method by removing the minority class identified as the closest 

noise to the majority class, adjusting the number of nearest 

neighbors to avoid excessive data loss [46]. 

Table 7. Confusion matrix results of classification method on stroke disease data 

Feature Selection Data Sampling Classification Method Actual 
Prediction 

Non-stroke Stroke 

Correlation 

Original 

XGBoost 

non-stroke 4683 16 

Stroke 207 2 

SMOTE- Enn 
non-stroke 3607 148 

Stroke 329 3026 

Original 

SVM 

non-stroke 4699 0 

Stroke 209 0 

SMOTE- Enn 
non-stroke 3427 328 

Stroke 690 2665 

Original 

Random Forest 

non-stroke 4645 54 

Stroke 193 16 

SMOTE- Enn 
non-stroke 3714 41 

Stroke 70 3285 

Table 8. Performance of stroke classification methods with hybrid sampling and feature selection 

Feature Selection Data Sampling Methods Accuracy Recall AUC 

Correlation 

Original 

XGBoost 95.4% 1.0% 50.3% 

SVM 95.7% 0.0% 50.0% 

Random Forest 94.9% 7.6% 53.2% 

SMOTE - Enn 

XGBoost 93.3% 96.1% 93.1% 

SVM 85.7% 91.3% 85.4% 

Random Forest 98.4% 98.9% 98.4% 

Table 9. Comparison of the proposed method with recent previous research 

No Researchers Methods Dataset Accuracy Recall AUC 

1 Ahammad [15] Feature selection with XGBoost stroke disease 97% - - 

2 Ray et al. [16] Chi-square with Decision Tree stroke disease 96.8% - - 

3 Gupta and Raheja [17] Adasyn with Random Forest stroke disease 97.67% - - 

4 Yin et al. [18] SMOTE-Enn with Logistic Regression stroke disease 71.2% 80.3% - 

5 Ashrafuzzaman et al. [19] Feature selection with CNN stroke disease 95.5 100% - 

6 Islam et al. [22] SMOTE with Random Forest stroke disease - 96% - 

7 Dev et al. [26] PCA with Neural Networks stroke disease 75% 68%

8 Proposed method Correlation and SMOTE-Enn with Random Forest stroke disease 98.4% 98.9% 98.4% 

4. CONCLUSIONS

This study uses a combined approach of feature selection 

and hybrid sampling to predict stroke. The feature selection 

method is used to identify relevant attributes in the stroke data, 

followed by the application of the SMOTE-Enn hybrid 

sampling method to balance the data. Utilizing hybrid feature 

selection and sampling methods will improve the performance 

of classification techniques, increasing metrics such as 

accuracy, recall, and AUC. Compared with previous research, 

the proposed method obtains the best performance in 

predicting stroke, this is due to the relevant attributes resulting 

from attribute selection, then balanced by hybrid sampling 

SMOTE-Enn. On average, the feature selection method and 

SMOTE-Enn with Random Forest outperform the absence of 

sampling with SVM and XGBoost methods, resulting in a 3% 

increase in accuracy, 91.3% increase in recall, and 45.2% 

increase in AUC. For future research, it is suggested to 

eliminate minority data considered as noise to minimize the 

amount of deleted data. Additionally, the potential noise 
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caused by overlapping can be addressed using a clustering 

approach.  
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