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Modeling biological datasets represents an essential step in processing and exploiting 

biological information. Selecting features and improving modeling quality are critical in 

building a high-performance predictive model. In this article, we have presented and 

applied a novel approach to select features and to improve the modeling quality using the 

presence/absence data of three mosquito species in Morocco. This approach uses a 

recursive search of feature subsets conditioned on improving the modeling quality 

compared to an initially chosen solution. It has led to a significant improvement in the 

modeling quality compared to another study carried out on the same dataset, where the 

accuracy of the models improved with a range varying between 0.062 and 0.198. The 

relevance of this approach also extends to the search for solutions that achieve the same 

performance with different subsets, known as multiple solutions. These solutions 

demonstrate that various combinations of explanatory features can explain the target 

feature, leading to categorizing them according to their impact on the modeling. This work 

has provided a good explanation of the distribution of mosquito species thanks to the 

improved modeling quality, opening up the possibility of having relevant solutions and 

discovering new explanatory modes for the features. 
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1. INTRODUCTION

With the increasing quantity of data available in the 

biological field, the tools needed to process it have become 

more and more necessary. Today, computer science offers 

many tools and techniques that are indispensable for the 

analysis and interpretation of biological data containing a 

large number of features. These tools include machine 

learning algorithms, processing techniques, modeling 

software, data visualization tools, and high-performance 

computing infrastructures for data storage and processing. 

Machine learning is a computing technique increasingly 

used in analyzing biological data. This technique has made it 

possible to develop algorithms that learn from biological data, 

enabling the identification of patterns and associations 

between different environmental features. Many studies have 

demonstrated the benefits of using machine learning to 

analyze biological data, for example: 

• González Jiménez et al. [1] proposed an approach for

predicting the age of mosquitoes and identifying their

species using machine learning algorithms. This

approach has proved effective in terms of speed, cost, 

and accuracy compared with traditional methods of 

determining the age and species of mosquitoes, which 

has helped to improve malaria control and management 

strategies. 

• Yang et al. [2] presented four uses of machine learning

in the domain of DNA sequences. In the case of

alignment, the Genetic Algorithm stands out for its

computational speed, its efficiency, which is resistant to

the length and number of sequences, and its relevance

and accuracy.

• Abhari et al. [3] examined various applications of

machine learning methods in managing type 2 diabetes.

They underscored the efficiency and accuracy of

machine learning algorithms, such as Support Vector

Machine and Naive Bayesian, in classifying diabetes.

These methods can contribute to developing patient

treatment plans and improving disease management.

The quality of modeling occupies a significant place in the 

predictive analysis field. Indeed, a high-quality model is 

characterized by its explanatory power. In this context, 
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selecting features and improving modeling quality are 

essential steps in building a high-performance predictive 

model, especially when the dataset to be processed contains 

a large number of features. 

The study of mosquitoes is an important field of biological 

research in Morocco due to the great diversity of these 

species [4] and their role in the transmission of pathogens [5, 

6].  

Douider et al. [7] modeled the distribution of three 

mosquito species using 225 environmental factors divided 

into 11 groups from online ecological datasets. The diversity 

of environmental factors available in the dataset and the 

availability of presence and absence records for each species 

constitute the interest of the study [7] compared to other 

research [5, 8]. The modeling phase undertaken in the study 

[7] resulted in the use of six learning algorithms and a group 

of feature selection techniques, producing a set of models for 

each species. By comparing the models using a set of 

comparison techniques and a group of quality criteria, it was 

possible to select a set of the most-performing models. The 

quality of these models ranged from 0.67 to 0.75 for accuracy 

and from 0.36 to 0.51 for MCC. These models exhibit 

acceptable quality; they have improved on the models that 

use all the features in the dataset. However, there is still 

considerable opportunity for improvement in this modeling 

since there is a range for enhancement. 

However, improving the modeling quality of mosquito 

data is very important for several reasons. Firstly, a good 

quality model can help identify the favorable and unfavorable 

factors influencing mosquito distribution, which can help 

prevent the spread of vector-borne diseases [9]. In addition, 

a good quality model can be used to evaluate the 

effectiveness of mosquito control interventions, which can 

help optimize the use of public health resources and improve 

the efficiency of control programs [5, 10]. 

This study introduces a new procedure for selecting 

features and improving modeling quality. This procedure is 

based on a recursive search of feature subsets, conditional on 

improving modeling quality, starting from a chosen initial 

solution. The effectiveness of this procedure was evaluated 

using data on the distribution of three mosquito species [7]. 

Improving the modeling quality of this data allows for a more 

precise explanation of the target feature based on 

environmental features. This enhancement would provide a 

better understanding of the distribution of each species, thus 

contributing to a richer knowledge of mosquitoes. The 

learning algorithms chosen to implement this method are 

Gradient Boosting, XGBoost, and Random Forest, which are 

highly distinguished in the research [7]. 

Once a model with satisfactory quality has been obtained, 

it is interesting to search for the presence of other feature 

subsets with the same level of quality. In general, a better 

solution to a binary classification model is not necessarily 

unique, and the search for other feature subsets of similar 

modeling quality can only be of great use. The presence of 

such solutions means that the explanation of the target feature 

by the explanatory features is not unique; each solution can 

illustrate a particular scenario of the presence or absence of 

mosquitoes. This can only enrich scientific knowledge of this 

phenomenon. 

The remainder of this paper is organized as follows: 

Section 2 introduces a set of techniques for feature selection 

and modeling improvement. Section 3 outlines the proposed 

methodology. In Section 4, experimental results and 

performance analysis are presented. Finally, Section 5 

provides the conclusion of the study. 

 

 

2. FEATURE SELECTION AND IMPROVEMENT OF 

MODELING QUALITY METHODS 

 

2.1 Feature selection methods  

 

Feature selection represents one of the most frequently 

employed approaches for dimensionality reduction in data 

analysis [11]. It aims to build an improved model by selecting 

a subset of features from the original set according to the 

meaning and relevance of those features [12]. Feature 

selection techniques can be categorized into several types: 

• Filter: In this category, features are selected 

independently of the learning algorithm using statistical 

measures. Some of the commonly used statistical 

metrics for calculating feature importance include 

Information Gain [13], Chi-Square test [14], ReliefF 

[15], and Correlation Coefficient [16]. 

• Wrapper: This method selects a subset of features based 

on their predictive capacity against a specific learning 

algorithm. It uses a search algorithm to explore the 

feature space and identify the best subset of features that 

yield optimal performance. Among the search 

algorithms, we cite Recursive Feature Elimination with 

Cross-Validation [7, 17] and Sequential Feature 

Selection algorithms (Backward and Forward) [12, 18, 

19].  

• Embedded: The process of selecting features in this type 

of method is integrated into the learning algorithm and 

depends on its properties. Some of the most popular 

classification algorithms for integrated feature selection 

methods are Support Vector Machine, Artificial Neural 

Network, and Decision Tree methods [20]. 

Another method that has recently emerged is ensemble 

feature selection [21]. This method combines the outputs of 

a group of selection techniques, such as ReliefF and Pearson's 

Correlation Coefficient, and then produces an aggregated 

result [22, 23]. 

 

2.2 Combination of selection methods 

 

In the field of ensemble feature selection, the combination 

of outcomes from a group of selection methods yields an 

aggregated result [24]. These combination procedures are 

categorized based on the type of result obtained by each 

method: 

• If the selection methods produce scores for each feature, 

the most prevalent combination procedure involves 

aggregating the scores, which can be achieved using 

techniques such as mean, median, or maximum [22, 24].  

• If the methods produce subsets of features, the common 

typical combination procedure is intersection, which 

allows only the features common to all the methods to 

be selected, and union, which allows the features 

selected by all methods [25, 26]. 

 

2.3 Feature selection with depth-first search (FSDFS) 

 

FSDFS is a proposed wrapper method for selecting 

features and improving modeling quality using graph theory. 

This method can produce very interesting results, yet it is 
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based on a simple procedure: the quality of a model 𝑀 with 

𝑘 features can be improved by either removing an existing 

feature or adding another (Figure 1). 

This idea can be optimally exploited using the depth-first 

search algorithm, which eliminates to avoid re-exploring 

processed subsets. 

 

 
 

Figure 1. Procedure for improving the quality of a model 

with k features 

 

Let 𝑋 be the set of 𝑛 features available in the dataset to be 

processed and 𝛩 the chosen quality criterion. The objective 

is to find improved solutions according to Θ from the initial 

subset 𝑀.  

The process of searching for improved solutions consists 

of adding and removing features. Three functions were 

developed to simplify the programming of this process: 

 

Algorithm 1: FSDFS 

Input: 𝑋, 𝑀, 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚, 𝛩, 𝛩(𝑀) 

Declaration of empty lists:𝐸𝑥𝑝𝑙𝑜𝑟𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠, 𝑄𝑢𝑎𝑙𝑖𝑡𝑦,
𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠  
function Improved (𝑋, 𝛩, 𝐹𝑆, 𝛩(𝑀)) 

    for  𝑖=1 to 𝑛 do  

       𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟 ← 𝐹𝑆 

       𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟[𝑖] ← 𝑛𝑜𝑡 𝐹𝑆[𝑖] 
       if 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟  does not exist in 𝐸𝑥𝑝𝑙𝑜𝑟𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠 

then  

           add 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟 to 𝐸𝑥𝑝𝑙𝑜𝑟𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠   
           X_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟[𝑖] ← Retransform (𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟) 

           Calculate the performance of the X_ 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟 

subset 

           if 𝛩(𝑀) <  𝛩(𝑋_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟) then 

               add X_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟 to 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠 

               add 𝛩(𝑋_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟) to 𝑄𝑢𝑎𝑙𝑖𝑡𝑦 

               Improved (𝑋, 𝛩, 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟, 𝛩(𝑋_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟)) 

           end if 

       end if  

    end for 

end function 

begin: 

𝐹𝑆 ← Transform(𝑀) 

add 𝐹𝑆 to 𝐸𝑥𝑝𝑙𝑜𝑟𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠 

Improved (𝑋, 𝛩, 𝐹𝑆, 𝛩(𝑀)) 

end  

Output: I𝑚𝑝𝑟𝑜𝑣𝑒𝑑_𝑚𝑜𝑑𝑒𝑙𝑠, 𝑄𝑢𝑎𝑙𝑖𝑡𝑦 

 

• The ‘Transform’ function converts the subset 𝑀  of 

𝑘 features into a binary list of size 𝑛: the ‘True’ values 

in the binary list correspond to the features in the subset 

M. 

• The ‘Retransform’ function is the reciprocal of the first 

function, it transforms a binary list FS of size 𝑛 with k 

‘True’ elements into a subset M of k features. 

• The ‘Improved’ function presents a recursive form for 

searching the improved solutions of an initial subset 𝑀. 

It takes as inputs: the set 𝑋, the quality criterion 𝛩, the 

binary list 𝐹𝑆 of the features of the initial subset 𝑀 and 

its quality level 𝛩(𝑀) . The function begins by 

determining new subsets that differ from the initial 

subset 𝑀 by a single feature and evaluating their quality. 

Each processed subset will be stored in the 

‘Explored_models’ list to avoid reusing previously 

processed subsets. When the quality of a subset exceeds 

that of 𝑀, this quality will be added to a ‘Quality’ list 

and the subset of features to an ‘Improved_models’ list. 

In this case, the process of finding improved solutions 

will repeat, but this time with the new improved subset 

as the solution to be processed. This repetition will 

broaden the ‘Explored_models’ list, and the search 

process for improved solutions will continue. This 

process will stop when all subsets that differ from 𝑀 by 

one feature have been processed. This condition limits 

the possibilities of improving the initial solution, but the 

algorithm as it is designed can process up to 2𝑛 − 1 

subsets of the features, which is unfeasible once n 

exceeds a certain threshold, and in these conditions, the 

execution time can be very long. 

The ‘Improved_models’ list obtained by FSDFS 

(Algorithm 1) displays a set of models that have been 

improved compared with the initial model 𝑀. 

The FSDFS algorithm can also be used in the search for 

multiple solutions that achieve similar performance. It allows 

the exploration of the solution space and the identification of 

different combinations of features that may be effective in 

modeling a dataset. 

The quality of modeling a dataset is intricately associated 

with the features utilized during the modeling process. Using 

all existing features does not necessarily guarantee optimal 

quality, particularly in the presence of redundant and 

insignificant features. Moreover, an increased number of 

features makes the modeling and interpretation phase more 

complex. Feature selection methods aim to choose a subset 

of features that yield the best modeling results using a variety 

of approaches. Some methods use statistical tests, others 

evaluate the predictive power of features using a chosen 

learning algorithm, while others apply the principle of 

addition and removal. Focusing on a relevant subset of 

features improves modeling quality and facilitates 

interpretation. 

 

 

3. METHODOLOGY 

 

Selecting features and improving the modeling quality are 

essential steps in the machine learning application. These 

procedures play an important role in improving the 

performance and efficiency of machine learning models. 

The methodology proposed in this article was evaluated 

using a dataset on the distribution of three mosquito species 

in Morocco [7]. The dataset was collected from 366 sites and 

included the target feature (the presence or absence of 

mosquitoes) and 225 environmental features. 

 

3.1 Selecting features and improving modeling 

 

The proposed methodology for selecting and improving 

the modeling quality of a dataset is presented in Figure 2 and 

consists of five main steps: 

• Step 1: Data pre-processing  

This step is a preliminary phase in the data modeling 
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process, which aims to transform raw data into a usable form. 

The pre-processing operations used in this study are data 

cleaning, data transformation, and data balancing [27, 28]. 

• Step 2: Selection of an initial solution 

The principle of this step is to select an initial model that 

is better than the model with all the features. This selection 

can be realized using different feature selection techniques.  

• Step 3: Application of the FSDFS algorithm 

This algorithm starts its search from an initial solution and 

generates new subsets by adding and removing features from 

𝑋. Given the nature of the algorithm, if 𝑛 exceeds a certain 

threshold, the execution time will be very long. A time 

threshold can be fixed to interrupt the search process if the 

algorithm continues to run. 

• Step 4: Evaluation of results 

Among the results of the FSDFS algorithm, there is a list 

of subsets of features, all of which have a better quality than 

the initial subset. When the highest quality of these subsets is 

satisfactory, the procedure stops. If not, a group of the best 

subsets is selected to go on to step 5. 

• Step 5: Intersection of solutions 

The intersection technique proposes a new initial solution 

for the FSDFS algorithm by combining the best subsets 

obtained. It is possible to repeat this process several times 

until the quality obtained is satisfactory. 

The modeling quality is satisfactory when it exceeds a 

threshold considered suitable. However, a quality level that 

is not improved after using a new initial solution may prove 

acceptable, and the possibility of repeating the process using 

another solution may be worth considering. 

 

 
 

Figure 2. Methodology proposed 

 

3.2 Multiple solutions search 

 

A multiple solution in terms of performance and quality 

refers to several solutions that achieve equal performance 

with different subsets of features, while using the same 

learning algorithm. This means that different combinations 

of features can achieve the same performance. 

The methodology used to investigate the existence of 

multiple solutions consists of applying the FSDFS algorithm 

to the best model obtained by modifying the subset 

processing condition to display feature subsets whose quality 

equals that of the best model. 

Multiple solutions present groups of features that ensure 

the same level of explanation of the target feature. The 

occurrence of each explanatory feature in these groups is an 

interesting indicator, as the more a feature is present in the 

groups, the more it contributes to explaining the target feature. 

Conversely, the absence of a feature in all groups indicates 

that it has no contribution. 

 

 

4. RESULTS 

 

This section evaluates the results of the proposed 

methodology for modeling the distribution of three mosquito 

species. The performance criteria selected for this evaluation 

are [29]: 

• Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

• Sensitivity = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

• Specificity = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

• MCC = 
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁 

√(𝑇𝑃+𝐹𝑃)×(𝑇𝑃+𝐹𝑁)×(𝑇𝑁+𝐹𝑃)×(𝑇𝑁+𝐹𝑁)
 

With:  

TP: the number of correctly classified presence 

observations.  

TN: the number of correctly classified absence 

observations. 

FP: the number of absence observations classified as 

presence. 

FN: the number of presence observations classified as 

absences. 

The results cover both aspects of the methodology. 

 

4.1 Selecting features and improving modeling 

 

Tables 1, 2, and 3 describe the best results obtained for 

modeling three mosquito species, showing the variation in 

modeling quality depending on the algorithms used. 

The proposed methodology requires an initial solution. To 

this end, the following techniques are used: The Backward 

selection and the combination of the best solutions obtained 

in the study [7]. Then, the approach for improving the quality 

of the model is applied to the initial solutions. The results for 

the different species showed an improvement after the first 

application of the FSDFS technique. This was illustrated by 

the increase in the various performance measures. The 

improvement in performance after the first application of 

FSDFS ranged from 0.11 to 0.383 for the MCC criterion, 

from 0.059 to 0.189 for accuracy, from 0.045 to 0.183 for 

sensitivity, and from 0.05 to 0.21 for specificity. However, 

the most significant improvement was observed in modeling 

the Cx. theileri species using the Gradient Boosting 

algorithm, where the MCC criterion increased from 0.277 to 

0.66. 

After obtaining the intermediate results through the 

application of FSDFS, it is possible to combine them by 

selecting common predictors in the best model group. These 

predictors can be considered important and influential for the 

study of the predictions of these species. The process of 

combining solutions and re-executing the FSDFS approach 

can be iterative, continuing the gradual improvement of the 

model until satisfactory performance is achieved. By re-

applying FSDFS, we can explore other combinations of 

features and check if such combinations can lead to better 

model performance. In general, the second application of the 
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FSDFS can better refine the model by improving data 

adjustment and identifying more relevant features. This can 

result in a further increase in performance measures (as in the 

case of modeling the Cx. pipiens species using the XGBoost 

algorithm, where accuracy is increased from 0.842 to 0.876), 

or in a reduction in the number of features while maintaining 

a level of quality similar to that of the best model group (as 

in the case of modeling the Cx. theileri species using the 

Gradient Boosting algorithm, where the number of features 

is reduced from 30 to 24).

 

Table 1. Modeling the Cs. longiareolata species by: Gradient Boosting, XGBoost, Random Forest 

 
Gradient Boosting Number of Features Accuracy Sensitivity Specificity MCC 

Backward_MCC 9 0.811 0.792 0.848 0.635 

FSDFS_MCC ‘Best quality’ 16 0.870 0.844 0.909 0.745 

Intersection of features in the group of the best solutions 13 0.818 0.807 0.845 0.645 

FSDFS_MCC ‘Best quality’ ‘Unique model’ 22 0.885 0.876 0.903 0.772 

 
XGBoost Number of Features Accuracy Sensitivity Specificity MCC 

Backward_ Accuracy 11 0.803 0.772 0.840 0.607 

FSDFS_ Accuracy ‘Best quality’ 34 0.862 0.817 0.919 0.733 

Intersection of features in the group of the best solutions 20 0.811 0.762 0.871 0.630 

FSDFS_MCC ‘Best quality’ ‘Unique model’ 35 0.881 0.847 0.925 0.766 

 
Random Forest Number of Features Accuracy Sensitivity Specificity MCC 

Backward_ Accuracy 9 0.740 0.729 0.767 0.502 

FSDFS_ Accuracy ‘Best quality’ 25 0.830 0.810 0.861 0.665 

Intersection of features in the group of the best solutions 15 0.767 0.733 0.808 0.539 

FSDFS_ Accuracy ‘Best quality’ ‘Group of models’ 23 0.838 0.805 0.878 0.678 

 

Table 2. Modeling the Cx. theileri species by: Gradient Boosting, XGBoost, Random Forest 

 
Gradient Boosting Number of Features Accuracy Sensitivity Specificity MCC 

Combination of the best solutions obtained in [7] 3 0.639 0.661 0.615 0.277 

FSDFS_MCC ‘Best quality’ 30 0.828 0.844 0.821 0.660 

Intersection of features in the group of the best solutions 15 0.767 0.806 0.734 0.536 

FDSFS MCC ‘Best quality’ ‘Unique model’ 24 0.837 0.876 0.805 0.679 

 
XGBoost Number of Features Accuracy Sensitivity Specificity MCC 

Backward_ Accuracy 11 0.745 0.783 0.726 0.505 

FSDFS_MCC ‘Best quality’ 21 0.807 0.827 0.802 0.623 

Intersection of features in the group of the best solutions 15 0.750 0.770 0.745 0.508 

FSDFS_MCC ‘Best quality’ ‘Group of models’ 28 0.807 0.836 0.804 0.634 

 
Random Forest Number of Features Accuracy Sensitivity Specificity MCC 

Backward_ Accuracy 5 0.684 0.709 0.677 0.382 

FSDFS_ Accuracy ‘Best quality’ 23 0.776 0.804 0.763 0.562 

Intersection of features in the group of the best solutions 11 0.710 0.742 0.691 0.428 

FSDFS_Accuracy ‘Best quality’ ‘Group of models’ 17 0.780 0.810 0.770 0.578 

 

Table 3. Modeling the Cx. pipiens species by: Gradient Boosting, XGBoost, Random Forest 

 
Gradient Boosting Number of Features Accuracy Sensitivity Specificity MCC 

Combination of the best solutions obtained in the research [7] 4 0.666 0.681 0.663 0.351 

FSDFS_MCC ‘Best quality’ 31 0.842 0.827 0.873 0.701 

Intersection of features in the group of the best solutions 27 0.814 0.799 0.846 0.649 

FSDFS_MCC ‘Best quality’ ‘Unique model’ 31 0.842 0.827 0.873 0.701 

 
XGBoost Number of Features Accuracy Sensitivity Specificity MCC 

Combination of the best solutions obtained in the research [7] 7 0.685 0.682 0.692 0.380 

FSDFS_ Accuracy ‘Best quality’ 21 0.842 0.831 0.854 0.685 

Intersection of features in the group of the best solutions 6 0.704 0.692 0.728 0.422 

FSDFS_ Accuracy ‘Best quality’ ‘Group of models’ 30 0.876 0.880 0.877 0.755 

 
Random Forest Number of Features Accuracy Sensitivity Specificity MCC 

Combination of the best solutions obtained in the research [7] 19 0.714 0.689 0.745 0.436 

FSDFS_MCC ‘Best quality’ 33 0.804 0.805 0.810 0.613 

Intersection of features in the group of the best solutions 8 0.728 0.720 0.743 0.465 

FSDFS_MCC ‘Best quality’ ‘Unique model’ 28 0.833 0.816 0.859 0.674 

 

After applying the feature selection and modeling 

improvement process, the final solution can take one of two 

forms:  

• A group of models with similar performances. This was 
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the case in the modeling of the Cx. pipiens species using 

the XGBoost algorithm;  

• A single model with the best performance, as in the case 

of the modeling of the species Cs. longiareolata using the 

Gradient Boosting algorithm. 

 

4.2 Multiple solutions 

 

The search for multiple solutions concerned the best 

solutions calculated by the proposed procedure. Such a 

search allows for identifying subsets of features with the 

same explanatory power. Each subset illustrates a scenario 

for explaining the target feature. In this study, this operation 

was conducted on all the best models obtained from the 

FSDFS (Tables 1, 2, and 3). The results indicate the presence 

of multiple solutions for the XGBoost model applied to the 

three mosquito species. 

The search for multiple solutions for the Cx. theileri 

species revealed the existence of four models with identical 

performances (Figure 3). The model with 27 features 

distinguishes as a multiple solution and as the intersection 

model of the four models. It implies that these 27 features are 

the most important for modeling this species using the 

XGBoost model. Furthermore, the two models with 28 

features differ only by adding a unique supplementary feature 

compared to the model with 27 features, while the model 

with 29 features represents the union model. The insertion of 

supplementary features does not cause any improvement or 

deterioration in modeling quality. They have a redundant 

effect on the distribution of the Cx. theileri species. All other 

features not present in the multiple solutions were considered 

features with no impact on modeling. 

The distribution of the multiple solutions for the Cs. 

longiareolata species follows the same pattern as for the Cx. 

theileri species, but this time with a set of 128 models (Figure 

3). The intersection of these models results in 34 principal 

features, which are the most important for the distribution of 

this species, while the union corresponds to the model with 

41 features. The other models are constructed by adding 

several combinations of the seven supplementary features to 

the 34 features of the intersection model. 

The search for multiple solutions for the Cx. pipiens 

species revealed the existence of 129 models with similar 

performance. The distribution pattern of these solutions 

differs from the other species studied (Figure 3). One of the 

particularities of this species is that it presents two models 

with the minimum number of features, which is 28. These 

two models share the 27 features common to all 129 models 

and admit two exclusive features. Furthermore, the groups of 

features in these two models accept the same six 

supplementary features. For the other multiple models, one 

model is made up of the union of models with 28 features and 

two specific supplementary features, while the rest of the 

models are composed of one of the models with 28 features 

and a combination of the six supplementary features. The 

union of models with 28 features does not constitute a 

multiple solution; it is necessary to add two specific 

supplementary features to this union. These two features 

make it possible to obtain a multiple solution including two 

exclusive features. 

 

 
 

Figure 3. Distribution of multiple solutions for each mosquito species 

 

The results obtained by identifying multiple solutions 

highlight the diversity of interactions between the explanatory 

and the target features. A categorization was determined to 

clarify these interactions based on the occurrence of features 

in the different solutions obtained. This categorization led to 

the definition of several concepts that can help us better 

understand the explanatory power of the features: 

• The core represents the intersection of all of the multiple 

solutions, which is the set of common features. These 

features have a significant impact on the performance of 

the model and are considered to be the most important. 

• The principal features belong to the union of all of the 

multiple solutions with the minimum number of features. 

They have the best explanatory capacity but are not 

necessarily all present in the core. 

• The supplementary features have a redundant role and are 

characterized by their number. Any combination of these 

features is added to the principal features to form multiple 

solutions. 

• The exclusive principal features, whose category has been 

highlighted for the Cx. pipiens species, but can be 

generalized. It consists of the principal features that 

complete the core to obtain an optimal solution. They can 

only be grouped in such a solution if some specific 

supplementary features are present. 

• The features with no effect are those not included in the 

multiple solutions. 

This categorization of explanatory features has revealed 

new modes of explaining the target feature: core features, 

supplementary features, exclusive principal features 

associated with specific supplementary features, and features 

with no effect. This information can only enrich the scientific 

explanation of the absence or presence of these three mosquito 

species. Without this categorization, a feature contributes to 

explaining the target feature if it is present in a multiple 

solution and makes no contribution if it is not. 

The procedure proposed in this article has demonstrated its 

effectiveness on the mosquito dataset. The modeling quality 
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has been improved for the three mosquito species. 

Additionally, the search for the existence of multiple solutions 

has shown its value in this application. These achievements 

have established a robust basis for modeling these species in 

terms of modeling quality and the impact of explanatory 

features. The various results obtained enrich the field of 

mosquito research and data analysis. For future work, it would 

be interesting to confirm the categories of features identified 

using the interpretability criteria mentioned by Hakkoum et al. 

[30] and to test the ability of this proposed procedure to 

enhance the modeling quality of other datasets. 

 

 

5. CONCLUSION 

 

Modeling a dataset involves several steps, from data 

cleaning to model interpretation. Feature selection and 

improvement of modeling quality are essential for building a 

successful predictive model. 

This work presents a new procedure for selecting features 

and improving modeling quality. It consists of two phases: 

• The improvement phase (FSDFS) involves exploring 

features by iteratively adding or removing features from a 

chosen initial solution. 

• The combination phase combines the features of a group 

of the best solutions obtained in the first phase to find a 

new initial solution. 

The application of this procedure to the modeling of the 

three mosquito species led to significant performance 

improvements over the results obtained in [7]. The 

improvement gaps are remarkable for the different 

performance criteria. They ranged from 0.062 to 0.198 for 

accuracy, from 0.053 to 0.215 for sensitivity, from 0.055 to 

0.21 for specificity, and from 0.129 to 0.402 for MCC. These 

results underline the effectiveness of the FSDFS method in 

improving model quality. In the improvement phase, any 

initial solution can be used. The solutions obtained in the 

combination phase proved interesting, as several 

improvements were obtained after processing these solutions 

with the FSDFS algorithm (Tables 1, 2, and 3). 

The satisfactory performance of the models obtained raises 

questions about the existence of multiple solutions for these 

models. It is possible to check this by modifying the condition 

of processing subsets of features in the FSDFS method. By 

applying this process, the existence of multiple solutions was 

revealed only for the XGBoost model. These solutions 

highlighted a diversity of scenarios for the presence or absence 

of mosquitoes. To clarify this configuration, a categorization 

based on the occurrence of features in the different solutions 

was carried out. It has led to the discovery of new ways of 

explaining the features, which can only help scientific 

understanding of the absence and presence of these mosquito 

species. 
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