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Cloud computing offers many benefits, but it also presents new cybersecurity challenges 

that must be addressed to ensure data protection in the cloud environment. Governments 

and organizations face increasing and ongoing cyberattacks by state-sponsored hackers to 

wage cyberwars. A successful cyberattack on vital infrastructure, such communications or 

electricity networks, might have disastrous effects. These attacks vary in their forms and 

patterns, which makes understanding and confronting them necessary. An essential function 

of artificial intelligence is the detection of intrusions. To prevent various cyberattacks in 

the cloud environment and is widely considered the best method. The Deep Learning (DL) 

method efficiently trained on datasets to improve performance based on statistical features 

can accurately detect various attacks. In this paper, we use the CE-CIC-2018 dataset that 

contains seven distinct attack scenarios, updated for cybersecurity: Brute-force, Heartbleed, 

Botnet, DoS, DDoS, and Web Attacks. This paper contributes, to improving the precision 

of identifying different types of threats in a cloud environment and improving additional 

performance indicators. The proposed using DL method dimensionality reduction using 

Principal Component Analysis (PCA), the Fuzzy C-Means (FCM) technique to create 

clusters, and the deep learning-based AutoEncoder (AE) method combined to identify the 

attack and non-attack. PCA + FCM + AE method prevents different cyberattacks in a cloud 

environment. The results showed that the best accuracy was 97.70 %, which is the highest 

accuracy compared to those results reported in the relevant literature. 
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1. INTRODUCTION

In a cloud computing environment, pooled resources, 

software, and data are made available to computers and other 

devices on demand [1]. In addition to providing a lot of storage 

space, the cloud also has a ton of computer power, which it 

may use to support various web-based applications [2]. Virtual 

Machines (VMs) that handle a variety of multiuser 

applications are available from Cloud Service Providers 

(CSPs). Utilizing virtual machines in cloud computing has 

been extremely beneficial for providing a wide range of end 

users with a flexible, affordable, extensible, interoperable, and 

uniform interface [3]. Popular cloud computing services 

include Platform as a Service (PaaS), Software as a Service 

(SaaS), and Infrastructure as a Service (IaaS) [4]. Deep 

Learning (DL) deep learning is used to analyses large amounts 

of unstructured data such as images and audio files in of cloud 

computing [5]. Cloud computing has become famous for 

providing distinctive services that facilitated its users' work, 

reduced its cost, and made it easy for institutions and 

individuals to start their work by relying entirely on cloud 

computing. 

The COVID-19 pandemic has accelerated the transition to 

work-from-home policies worldwide [6]. An enormous rise in 

IT multipliers has been caused by the growing use of cloud 

collaboration platforms and virtual meeting systems. The 

unplanned implementation of remote work infrastructure was 

accompanied by insufficient and non-comprehensive policies 

for tools such as cloud server access. The cloud computing 

market is booming in the Middle East and Africa region, with 

expectations that it will achieve annual growth of 23.82%, 

CAGR, by Kosmopoulos et al. [7]. In this context, experts 

confirm that the region needs this type of service with the 

increasing rate of tests annually for research and development. 

In turn, small and medium-sized companies use a larger 

volume of data, which they transfer to the cloud and work on 

processing and analyzing it while adopting a smart solutions 

strategy. Figure 1 shows growth expectations for the adoption 

of cloud computing services in the Middle East and Africa 

region. 

Figure 1. Growth of cloud computing services in the Middle 

East and Africa region [8] 
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According to studies, 70 % of customers' requirements for 

cloud-native capabilities will be provided by cloud-native, 

ultra-fast service provider ecosystems, rather than focusing on 

the edge cloud. In 2026, spending on cloud computing could 

exceed $1 trillion worldwide, surpassing all IT markets [9]. 

Utilizing virtual machines in cloud computing has been 

extremely beneficial for providing a wide range of end users 

with a flexible, affordable, extensible, interoperable, and 

uniform interface [10]. The IaaS (Infrastructure as a Service), 

PaaS (Platform as a Service), and SaaS (Software as a Service) 

are popular cloud computing services [11]. Intrusion Detection 

Systems (IDSs) are reliable defenses against these attackers 

and can stop them from happening [12]. The behaviors of end 

users, changes to network traffic, system configuration, log 

files, and IDS monitoring can all be used to spot suspicious 

activity [13]. 

Growing dangers Cloud attacks have the potential to 

significantly impact a company by resulting in data loss, 

financial loss, and reputational harm. Organizations must have 

robust cloud security measures in place to guard against 

assaults on the cloud. These measures should include intrusion 

detection and prevention, data encryption, and access control. 

The recommended approach uses an algorithm based on deep 

learning concepts to process traffic-based raw data before 

moving on to a clustering mechanism to separate attack data. 

The deep learning method is then used to the attack cluster data 

to categorize the attack [14]. Finally, a greater accuracy will 

be used to demonstrate the classified attack's accuracy along 

with other metrics like accuracy, recall, and precision. 

Cyber threats range from malicious activities to the cloud 

and cloud, such as hacking, phishing, malware attacks, and 

ransomware incidents. These threats exploit weaknesses in 

networks, systems, and software to gain unauthorized access, 

steal sensitive information, or disrupt operations. In line with 

this, businesses are seeking security solutions that help protect 

their networks and prevent financial losses, reputational 

damage, and legal repercussions. Artificial Intelligence 

technology offers great opportunities to advance the field of 

cybersecurity and protect sensitive data. These technologies 

must be used proactively and sustainably to address the 

increasing threats of our modern age. 

Organization of this paper, Cyberattacks on cloud 

environment, Related works, Methodology, CE-CIC-2018 

dataset, Modules for cluster formation, Module for attack 

classification, Result and analysis, Evaluation method and 

finally Conclusions and future work. 

 

 

2. CYBERATTACKS ON CLOUD ENVIRONMENT 

 

Used by companies in a variety of industries, including 

manufacturing, transportation, energy, and retail, to operate 

more profitably and efficiently with regard to customer service 

[15]. Organizations need to safeguard their digital assets and 

prevent unauthorized access to their systems in the same way 

that they do with their physical assets [16]. When someone 

intentionally hacks into a computer system, network, or related 

facility, it is referred to as a “cyber-attack”. A successful 

cyber-attack results in confidential data being exposed, stolen, 

deleted or altered, Cybersecurity measures defend against 

cyberattacks [17]. 

Information security experts and specialists advise various 

public sectors and government institutions and learn about the 

best practices and relevant international experiences in the 

field of cybersecurity [18]. The importance of planning and 

thinking about the issue of security and cyber vigilance before 

moving to cloud computing services to study potential cyber-

attacks and draw up scenarios for confronting them, in order 

to meet security needs and raise their readiness regarding 

cyber risks on all cloud computing services. 

The methods and mechanisms of cyber-attacks have 

developed recently of these methods is expected to witness a 

noticeable increase in the coming period is Cyber Attacks as a 

Service, which will provide cyber-attack mechanisms through 

cloud computing services, which can During which cyber-

attacks are carried out by people who do not have the resources, 

whether the experience or the technical systems necessary to 

carry out such attacks. Figure 2 shows results of the most 

common types of cyber-attacks in cloud computing in 2023. 

 

 
 

Figure 2. Cyber-attacks combination on a cloud environment 

[19] 

 

Attack actors continue to evolve their techniques, and our 

strategies to defend against these attacks must evolve in 

parallel. Enhanced cybersecurity measures, information 

sharing, and early threat detection are now essential to 

protecting financial systems and mitigating tensions [20]. 

Learn about the best practices and relevant international 

experiences in the field of cybersecurity. In the cyber field 

based on artificial intelligence technologies, its advanced 

solutions and platforms, contribute to improving the 

capabilities of detecting threats and responding to them 

accurately, and reducing the time needed to neutralize cyber 

threats [21]. Governments work through their institutions to 

provide solutions to institutions in various sectors such as 

financial services, healthcare and the public sector. To classify 

unknown data sets as harmful or benign using machine 

learning techniques. Figure 3 shows Artificial intelligence (AI) 

and machine learning (ML), particularly deep learning (DL), 

regarding the potential and current applications of AI for 

intelligent data analysis and automation in cyber security. 

 

 
 

Figure 3. Using intelligence in the field of cyber-attacks [22] 

 

Using AI knowledge, especially deep learning and machine 

learning technology, is essential to provide an improved 

security system through analysis of security data. In the 
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context of cyber security, machine learning is considered a 

subfield of artificial intelligence, which is a more general word; 

Artificial intelligence is also substituted with the term machine 

learning with an emphasis on how it is used for intelligent data 

analysis and automation in cybersecurity through its ability to 

extract valuable insights from cyber data [23].  

Decision-making, automation, and data-driven intelligence 

allow government institutions and organizations to protect and 

proactively mitigate. Using deep learning technology in the 

field of cybersecurity exploring the state of machine learning 

and its approaches today the method is combined to determine 

the attack and non-attack to achieve future cyberattack 

breakthroughs [24]. 

Deep learning approach in our modern era has become more 

prominent in providing security and support against malicious 

activities, and with the development of digital technologies 

and the increase in cyber threats at the same time. It is 

necessary to develop defense mechanisms in the face of risks 

facing the important data of institutions and individuals, and 

to protect against cyber-attacks that aim to blackmail, steal 

money, and destroy businesses. 

 

 

3. RELATED WORKS 

 

Today's trend is quickly shifting to cloud computing, where 

processing, storage, and networking resources are all located 

online. As a result, several businesses, including AWS, Azure, 

Google, and Oracle, now offer IaaS, PaaS, and SaaS services 

to their clients through their own cloud services [25]. The 

number of people using cloud provider services increased 

dramatically, particularly during the COVID-19 period. Due 

to router-based attacks, cyber security is a concern as the cloud 

expands so quickly [26]. According to a recent analysis from 

insight, there has been a significant migration of businesses to 

the cloud environment, but some concerns have persisted, 

prompting other businesses to review their security [27]. This 

section will address relevant literature for this investigation, 

which makes use of the CSE-CIC-IDS2018 dataset.To 

improve the robustness and efficiency of cloud environments 

by increasing the accuracy, recall, and precision of the model 

in the cloud environment through deep learning for intrusion 

prevention and detection [28]. 

In 2019, Lin et al. [29], they presented a proposed anomaly 

detection system using LSTM and attention mechanism (AM) 

to increase the network training performance. The 

(LSTM+AM) cyber dataset CIC-IDS 2018 was used to train 

the proposed mouthed the analysis of the results reported an 

accuracy of 96.00%, a detection rate of 15%, and a recall rate 

of 95%. 

In 2020, Gamage and Samarabandu [30], they presented the 

use of deep learning models with (AE + ANN) for intrusion 

detection and classification. Deep learning models are able to 

learn intrusion patterns from large data sets in a cloud-

computing environment. Attacks against the cloud-computing 

environment are a growing threat, and intrusion detection 

systems are essential to detect them and alert to protect teams. 

The AE+ANN models showed that the model accuracy was 

76.88%. 

In 2021, Kunang et al. [31], employing a pre-training 

strategy that combines Deep Neural Network (DNN) and Deep 

AutoEncoder (PTDAE). In the period prior to training, they 

examined the outcomes of using our strategy with three feature 

extraction techniques: Deep AutoEncoder (DAE), and Stacked 

AutoEncoder (SAE). To increase detection performance, the 

automated hyperparameter optimization procedure assists in 

determining the hyper parameter value and the optimal class 

configuration of hyperparameters. Datasets from CSE-CIC-

ID2018 were used to test the suggested model. The 

(PTDAE+DNN) method showed that the model accuracy was 

95.79%, recall was 95.15, and precision was 95.19. 

In 2022, Srinivas et al. [32], The Sail Fish Dolphin 

optimization-based deep recurrent neural network (SFDO-

based Deep RNN) presents an efficient intrusion detection 

method, it is employed in the cloud environment to detect 

anomalies. The Sail Fish Optimizer (SFO) and Dolphin 

Echolocation (DE) algorithms are integrated to generate the 

developed SFDO. Fuzzy C-Means (FCM) clustering is used to 

group certain attribute features that are gathered from the 

cloud model. Using the suggested method (SFDO-

RNN+FCM), the results for intrusion detection on the CSE-

CIC-IDS-2018 dataset were accuracy of 95.22%, precision of 

98.82%, and recall of 96.82%.  

In 2023, Balajee and Jayanthi Kannan [33], The suggested 

model combines a deep learning algorithm with a hybrid 

method. It combines the centroid optimization approach, the 

fuzzy C-Means (FCM) procedure for ensemble generation, the 

Spider Monkey Optimization (SMO) algorithm for affecting 

ensembles, and the dimensionality reduction technique (PCA), 

using the AutoEncoder (AE) technique based on deep learning 

for the classification of attacks (only from data packages 

provided in the attack set). When compared to the CSE-CIC-

IDS-2018 dataset, which is the most popular combination of 

contemporary cyber-attacks on a cloud computing 

environment, the recommended technique (PCA + SMO-FCM 

+ AE) yielded 95% results for intrusion detection. Against 11 

other current approaches, this is compared. 

The cybersecurity landscape is constantly evolving, driven 

by emerging industry trends and the ever-changing tactics of 

cybercriminals. To effectively address cybersecurity 

challenges, it is essential that government and enterprise 

organizations stay on top of the latest trends and understand 

the evolving threat landscape. To combat adversarial attacks, 

cybersecurity professionals must constantly update and 

improve AI methods, incorporate robust security measures 

that improve the accuracy of detecting various attacks and 

enhance other performance metrics. 

Table 1 provides a summary of the work results related to 

the methods in the CE-CIC-2018 dataset, and an analysis of 

previous work compared to other methods for five methods. 

The critical analysis and comparisons between the proposed 

method and the methods in Table 1 are presented. This led to 

six comparisons, five in previous work in this paper + one 

proposed. It is the highest accuracy compared to those results 

reported in related literature to identify attack and non-attack 

of various cyber-attacks in cloud environment. 

 

Table 1. Provides a summary of the work results related to 

the five methods for the CE-CIC-2018 dataset 

 
Authors Methods Accuracy Recall Precision 

[29] LSTM+AM 96.00 % 95.00 % 75.00 % 

[30] AE + ANN 76.88 % 75.74 % 80.22 % 

[31] PTDAE+DNN 95.79 % 95.15 % 95.19 % 

[32] 
SFDO-

RNN+FCM 
95.22 % 95.42 % 96.82 % 

[33] 
PCA+SMO-

FCM + AE 
95.00 % 95.00 % 94.00 % 
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4. METHODOLOGY 

 

The proposed approach uses a deep learning algorithm and 

a hybrid method. Dimensionality reduction using PCA, using 

the Fuzzy C-Means (FCM) technique to create clusters, and 

the deep learning-based AutoEncoder (AE) method are 

combined to identify an attack (utilizing just the packet data 

that the attack cluster contains). PCA + FCM + AE are the 

name of the suggested model. Prior to pre-processing, the raw 

data is checked for any missing data, and the output is then 

used to normalize the numbers so that they may be handled 

effectively in the succeeding steps. The clustering algorithm 

will struggle with a dimensionality issue because the 

normalized data include many fields. Clustering gets 

challenging when the number of dimensions is big. Therefore, 

there strategies to deal with the dimensionality problem: either 

only selecting the most crucial features, or extracting all the 

features into reduced amount of fields. Here, the proposed 

model has taken the approach PCA + FCM + AE in order to 

take into account each field's values. The deep learning-based 

(AE) will generally produce accurate results, but processing a 

result in the cloud environment will take longer. After that 

taking into account extreme conditions, attack discovery 

should happen faster and categorization should be accurate in 

a cloud environment. The (AE) classifies the traffic data using 

only the attacked traffic data after the attack detection is 

separated out more quickly using the Fuzzy C-Means (FCM) 

procedure. Because we are feeding the AutoEncoder with 

fewer rows, the application will result in a quicker 

classification with more accuracy, as presented in Figure 4. 

 

Data

Pre-processing 

Data Normalization

Dimension Reduction 

(PCA)

Attack classifier deep 

learning Auto Encoder 

(AE)  

Attack 

cluster 

Non attack 

cluster

Fuzzy C-Means

Cluster 

Attack 1

Attack 2

Attack n

Attack 

classifier 

 
 

Figure 4. Proposed architecture for PCA + FCM + AE attack 

classifications 

 

4.1 Dataset 

 

The Canadian Institute for Cybersecurity (CIC) (91) and the 

Communications Security Enterprise (CSE) collaborated to 

build the CSE-CIC-IDS2018 dataset in order to overcome 

deficiencies in previously available datasets. The datasets 

provided by CIC are used worldwide for security testing and 

malware prevention in  cloud cyberattacks [34]. The data 

includes various types of attacks including Heart bleed, Botnet, 

DoS, DDoS, Web Attacks, Botnet almost more than 92 % of 

the attacks are on the mentioned dataset, under license. 

License: http://www.unb.ca/cic/datasets/ids-2018.html 

4.2 Pre-processing of data 

 

The first stage in the process is to train the algorithm to take 

into account the desired samples or the characteristics of both 

users and Distributed Denial of Service (DDoS) attackers. Pre-

processing's goal is to give the incoming data traffic a 

meaningful shape so that the classifier can use it laterite 

relevant features are first extracted from the raw data, and 

those with symbolic values are then transformed into numeric 

values with ranges 0, 1. 

 

4.3 Normalizing features 

 

Now that we have examined the data, we can see that the 

values in the various fields fall within various min and max 

ranges. When this is analyses, the complexity increases. 

Therefore, a transformation is necessary set the minimum and 

maximum ranges in the pre-processed data table. The term 

"normalization" refers to the development of transforming 

data within a predetermined array based on its novelty. Here, 

for performing the normalization, the minimum value is 1 and 

the maximum value is 1. As inputs for a dimensionality 

reduction, these normalized data are provided. 

 

4.4 Reduction in dimension 

 

 
 

Figure 5. Gaussian noise 

 

An examination of principal components Being able to 

show the internal structure of data and provide an explanation 

for variation in the data makes it a well-established machine 

learning technique that is often employed in exploratory data 

analysis. PCA analyzes data that has several variables in it. It 

searches for relationships between variables and ascertains 

which range of values best reflects the variations in outcomes. 

Principal components are a more condensed form of feature 

space that is created using these combined feature values. 

Every new input is examined to look for irregularities. Along 

with the normalized reconstruction error, the anomaly 

detection algorithm computes its projection onto the 

eigenvectors. The abnormality score is calculated using the 

standard error. The instance is more abnormal the larger the 

fault. Reducing the dimensions of a dataset may also be 

suitable in cases where its variables are noisy. A data set 

containing independent and identically distributed Gaussian 

noise in each of its columns (Figure 5) will also contain similar 

Gaussian noise in those columns, which may have a similar 

form. The first few components achieve the highest signal-to-

noise ratio, so PCA can have the effect of focusing much of 

the signal into the first few principal components, which can 
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be usefully captured by dimensionality reduction. However, as 

the total variance in the first few principal components 

increases relative to the same variance in the noise, the relative 

influence of the noise is smaller. However, later important 

components might be overpowered by noise and removed with 

little loss. 

Principal Components Analysis (PCA) is a helpful 

exploratory data analysis technique that enhances the display 

of variation in a multivariate data collection. A reduced set of 

main components is obtained by converting a set of covariates 

to get this improved visualization. The principal component 

can be considered the direction in which there is the greatest 

amount of variance. 

 

 

5. MODULES FOR CLUSTER FORMATION 

 

Each packet's feature's degree of fuzzy was used as the basis 

for the Fuzzy C-Means cluster that was created from the 

dimensionality-reduced data. A comparable cluster will be 

created using a similar fuzzy degree. The suggested method in 

this article uses various learning percentages from 75% to 95%, 

with a step value of 25%. The cluster's overall learning rate is 

represented by this learning percentage. The number of 

clusters is set to two, with one cluster being an attack cluster 

and the other the non-attack cluster. A first packet will be put 

in one of the clusters if it is being received. 

 

5.1 Fuzzy C-Means (FCM) 

 

One such fuzzy clustering method that allows data points to 

belong to many groups is the Fuzzy Clustering Method (FCM)] 

[35]. Its objective is to reduce the objective function, which is 

calculable utilizing Eq. (1): 

 

Jm=∑ ∑  𝜇𝑎𝑏𝑐
𝑏=1  𝑛

𝑎=1 𝑝𝑑2 (1) 

 

where, p determines how much overlap there is between 

clusters. Smaller values of p indicate less overlap, and it is 

typically greater than 1. In this study, p equals 2, where μab is 

the percentage of the ath multi-dimension measured data that 

is included.  

The n and c are the number of pixels and classes in a 

particular image, respectively; dab is the distance between the 

ath measured data and the bth cluster center cb; and p is the 

position of the pixel in the bth cluster. 

 

μab=
1

∑
2

𝑝−1
𝑐
𝑚=1 (𝑑𝑎𝑏/𝑑𝑎𝑚)

      cb=
∑ 𝜇𝑎𝑏𝑛

𝑎  𝑥𝑎

∑ 𝜇𝑎𝑏𝑛
𝑎=1 

 (2) 

 

where, ath measurement data are xa. The iteration will end 

when the difference in the objective function between two 

successive iterations is not substantial. This value in the study 

was set to 1e-5. The maximum iteration period was predefined 

at 100 to prevent the iterative death loop and to reduce 

computational time [36]. 

 

 

6. MODULE FOR ATTACK CLASSIFICATION 

 

A deep learning-based classifier called the AutoEncoder has 

been given the one of the cluster's data points for the reduced 

dimensionality assault. While data is presented in a clustered 

manner, this AutoEncoder gives reliable results and works 

well with data that has fewer dimensions [37].  

An essential component of Deep Learning (DL) techniques 

is the autoencoder, which is a tool for taking inputs and 

transforming them into a new representation. Unsupervised 

machine learning is a topic in which autoencoders are highly 

helpful. They can be applied to decrease the dimensionality 

and compress data.  

Reconstructing the input from the encoding serves to 

validate and improve the encoding. AutoEncoder is an 

unsupervised learning method. It learns the effective data 

representation (encoding) by training the neural network to 

ignore the “noise” signal. Figure 6 provides a diagrammatic 

representation of how the Denoising AutoEncoder is works. 

 

 
 

Figure 6. AutoEncoder workflow 

 

AutoEncoder noise reduction the working principle of this 

aim is to understand how to restore the original, undistorted 

input by using a partially damaged input. An effective tool for 

data analysis and compression is AutoEncoder. They can be 

utilized to find hidden patterns in your data, which you can 

then utilize to condense the original data into a smaller form. 

This can be useful when working with data sets that are 

inconveniently large or when you want to check the 

distribution of different classes within your data. PCA is used 

to identify important features in a data set that are more 

suitable for displaying data with maximum variance than high-

dimensional data. AutoEncoder are useful for compressing 

data and reducing its dimensionality. 

 

 

7. RESULT AND DISCUSSION 

 

Using the CE-CIC-2018 dataset, which contains seven 

distinct attack scenarios, the suggested solution (PCA + FCM 

+ AE) is integrated into a deep learning-based attack 

identification system: to achieve the best accuracy, use brute-

force, heartbleed, botnet, doS, DDoS, and web attacks. Using 

Principal Component Analysis (PCA), the Fuzzy C-Means 

(FCM) technique to create clusters, and the deep learning-

based AutoEncoder (AE) method combined to identify the 

attack and non-attack. PCA + FCM + AE method prevents 

different cyberattacks. The result and analysis led to the 

creation of six comparisons, five existing + one proposed. 

The results of our proposal method as shown in Figure 7 the 

results for accuracy of 97.70%, a recall rate of 96.26%, and a 

Precision of 97.00%. It is the highest accuracy compared to 

those results associated with the five methods. 
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Figure 7. Accuracy of the proposed method 

 

 

8. EVALUATION METHOD 

 

This study evaluated the accuracy of the suggested strategy 

by looking at four factors: the number of correct and wrong 

findings. True positive (TP) refers to the quantity of benign 

samples that are accurately categorized; False positive (FP): 

the quantity of false positives that will outweigh the quantity 

of samples thought to be benign; Attack samples that are 

successfully identified as true negatives (TN) and false 

positives (FN), on the other hand, are the number of false 

positives that are anticipated to be attack samples. 

With these four components, three indicators can be 

computed to assess the accuracy, recall, and accuracy 

performance of the recommended approach. The percentage 

of correctly identified data from various electronic threats in a 

cloud environment is known as accuracy. 

 

Accuracy (attack classification)=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

Recall (attack classification)=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

 

Precision (attack classification)=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (5) 

 

 
 

Figure 8. Compare five methods with our proposed method 

 

In Figure 8 the critical evaluation and analysis for six 

methods, LSTM+AM, AE + ANN, PTDAE+DNN, SFDO-

RNN+FCM, PCA+SMO-FCM + AE and our PCA+FCM+AE 

proposed method and the result was accuracy of 97.70%, a 

recall rate of 96.26%, and an precision of 97.00%. It is the 

highest accuracy compared to the results of the six methods. 

These results and analysis contribute to improving the 

precision of improving contemporary performance 

measurements and identifying different types of threats in a 

cloud environment. 

 

 

9. CONCLUSIONS 

 

The Cyberattacks are becoming more complex and frequent; 

this increases the importance of governments, cybersecurity 

institutions, and even users in their homes adopting advanced 

solutions. Here comes the role of artificial intelligence, which 

has changed the way we defend ourselves against cyberattacks. 

Machine learning methods excel at behavioral analysis, 

identifying patterns and bugs, and enabling governments and 

security organizations to analyses massive amounts of data to 

detect previously unknown threats or potential attacks. 

Machine learning algorithms learn from old data and adapt to 

new attack indicators, which suggest that their accuracy will 

improve over time as artificial intelligence models continue to 

develop to strengthen their security defenses and anticipate 

evolving threats. The valuable proposed PCA+FCM+AE 

method achieved the highest accuracy in positive parameters, 

such as 97.70% accuracy, 96.26% recall rate, and 97.00% 

accuracy for the work results related to DL methods of CSE- 

CIC-IDS2018 dataset. 
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