
  

  

Correlation Between Big Data and Cloud in the Transactions Environment  
 

Anassin Chiatsè Mireille Patricia* , Saha Kouassi Bernard , Kra Lagasane  

 

 

Department of Science and Tecnology, College of Computer, Université Alassane Ouattara de Bouaké,  

Bouaké 01 01 BP V18, Côte d’Ivoire 

 

Corresponding Author Email: anassin.patricia@uao.edu.ci 

 

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/). 

 

https://doi.org/10.18280/isi.290308 

  

ABSTRACT 

   

Received: 10 April 2024 

Revised: 27 May 2024 

Accepted: 11 June 2024 

Available online: 20 June 2024 

 Technological advances are opening up opportunities for megadata processing. Cloud 

computing is a catalyst for significant cost reduction. What's more, it's a technology 

available to companies of all sizes. With the emergence of big data, there are sophisticated 

analysis possibilities that influence both processes and program operation. This article 

presents a new cloud computing infrastructure for big data analysis in the transactional 

environment. This Parameterized Correlation Approach (PCA) will enable real-time 

process security and optimization. The study used historical transactional data and machine 

learning optimization models to develop and deploy our architecture. The results of the 

experiment showed that the machine learning-based algorithm promotes excellent 

transactional prediction capabilities. 
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1. INTRODUCTION 

 

Computer industry have considerably transformed the way 

companies operate, particularly in the area of data 

management. Big data is an essential element shaping the 

transactional environment of organizations [1]. Indeed, the 

vast amount of information they generate requires complex 

analysis tools. They are artificial intelligence and machine 

learning [2]. Over recent years, these pairs have significantly 

revolutionized the industrial world. In this case, they play a 

role in the more efficient and cost-effective collection and 

processing of voluminous data for large-scale cloud 

computing. 

Machine learning is at the heart of this research, offering 

robust predictive models using a variety of algorithms [3, 4]. 

The efficiency and objectivity of these techniques often 

surpass those of traditional tools, making corporate prevention 

and decision-making more accurate and effective [5, 6]. 

In addition, the Big Data revolution has produced 

characteristcs in terms of volume, variety and velocity, 

providing a wealth of information for ML algorithms [7, 8]. 

The rise of the Internet of Things (IoT) [9], Such applications 

have become essential to organizational processes. It is now 

possible, at relatively low cost, to transfer huge quantities of 

data to the cloud for storage and analysis, thanks to robust and 

accessible infrastructures. 

To optimize their operations and exploit the full potential of 

their assets, companies need to know the correlation between 

bgb data and the cloud. By seamlessly integrating big data 

analytics with cloud storage [10], companies can gain valuable 

insights, improve decision-making processes and increase 

overall efficiency. 

However, Businesses face a number of challenges in 

integrating and optimizing transactional processes [11-13]. 

Key issues include data security, real-time optimization, and 

the ability to process and analyze massive volumes of data 

efficiently. It is therefore crucial to develop a cloud computing 

architecture capable of meeting these challenges, using 

machine learning algorithms to analyze historical transactional 

and optimize processes in real time. 

In this study, we will examine the correlation between big 

data and clouds in the transactional environment, exploring 

how this synergy can drive innovation and competitive 

advantage in modern business operations. This Parameterized 

Correlation Approach (PCA involves setting up a new 

transactional analysis infrastructure. It will also enable 

processes to be secured and optimized in real time, using 

machine learning algorithms on historical data. 

In other words, the proposed architecture aims to combine 

legacy-based process analysis, which is carried out mostly off-

line, or in time samples, with multiple sensory data streams 

describing storage and retrieval process states. Data must be 

robust to infrequent updates. Inconsistent measurements are 

designed for highly variable intervals.  The model is also 

capable of handling correlation between different processes. 

The article is organized as follows: section 2 presents the 

state of the art, section 3 entitled new cloud computing 

architecture for Big Data in the transactional environment 

while highlighting the proposed model. Section 4 presents the 

various results obtained. Finally, we draw the general 

conclusions of our study. 

 

 

2. RELATED WORKS 

 

The integration of big data and cloud into the transactional 
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environment has revolutionized modern business operations. 

Through in-depth data analysis using tools such as Elastic 

search and Kibana [14], business trends are based on consumer 

behavior, market variations and product performance. This 

comprehensive analysis enables organizations to make 

informed decisions that boost sales and improve customer 

satisfaction. 

This is where customer relationship management (CRM) 

comes in, and is an essential research topic. It has made 

companies compete more effectively [15, 16]. Researchers 

first proposed the concept of perceived value [17]. Customers 

appropriate this entity when they buy products. In the end, 

services obtain an overall assessment of the costs paid. At 

present, there are two ways of defining this value. Firstly, at 

purchasing level [18]. 

This value is the difference between quantity and total cost. 

The other is based on a business perspective [19]. The (CLV) 

is determined over the life cycle. It refers to all the benefits 

created by customers for the company throughout the process 

of maintaining their relationship with the company [20]. In 

1985, Petit et al. [21] first proposed a definition based on the 

traditional method during the period of future consumption.  

They define the measurement model for studying customer 

value from a business perspective. 

However, the researchers noted the shortcomings of the 

(CLV) model in the following aspects: (1) all models are too 

conceptual and idealized. They cannot be applied in practice. 

In particular, some are more influenced by other factors and 

difficult to calculate [22]. (2) Considers the benefits brought 

to the company. (3) Sales production channels are inaccessible. 

Customers will have more choice. As a result, competition 

between the various parts intensifies. What's more, developing 

a complete life cycle requires available, up-to-date data. 

In addition, the adoption of deep learning technologies has 

further amplified impact of big data on transactional processes 

[23]. By leveraging the capabilities of platforms, companies 

can access scalable resources for data storage, processing and 

machine learning, enabling improved efficiency, predictive 

analytics and strategic competitiveness. In this way, various 

algorithms are used to predict customer behavior and 

transaction value. 

The authors [24] built a prediction model based on machine 

learning. They compared logistic regression and decision trees, 

to select the best features in the case of telecommunications. 

As for the study of Charalambidis et al. [25], they compared 

the performance of different methods to solve this problem. 

Experimental results show that SVM (Support Vector 

Machine) is superior to artificial neural networks, decision 

trees and Bayesian classifiers in terms of coverage rate. 

Similarly, Cheng et al. [26] used these approaches to predict 

future customer purchases, proving that feature extraction is 

very important. 

These various works [26] have revealed that the machine 

learning-based algorithm has excellent predictive capabilities 

of customer behavior than traditional interpretive models. 

Furthermore, the seamless integration of these workflows 

not only transforms operational workflows, but also improves 

decision-making and customer engagement, consolidating its 

central role in shaping the transactional landscape of the digital 

age. 

What's more, their use in transactions offers numerous 

benefits that improve business operations [27]. Firstly, it 

enables organizations to quickly and efficiently improve 

important features, providing valuable insights into valuable 

information on customer behavior, market trends and 

operational efficiency. This approach [28] enables companies 

to make informed decisions in real time, thus satisfying 

strategic planning.   

Scalable, cost-effective storage solutions are also available, 

eliminating the need for investment in infrastructure [29]. 

Businesses can easily access data, making transactional 

processes more flexible and mobile. Combined, companies 

can streamline transactions, improve customer experience and 

drive innovation in the competitive marketplace [30]. 

Transactional synergy is a compelling argument.  

This article, based on the above-mentioned research, takes 

the view that, firstly, traditional methods are still relevant. The 

prediction effect of different approaches is biased by 

considering preprocessing; secondly, for different data sets, 

the performance of various algorithms is different, and the 

prediction of a single method shows some discrepancies. 

Therefore, combination is an ideal modeling strategy. With 

this in mind, we focus on similarity approaches in the general 

area of cloud-based security processes and prediction 

parameters for information provided to end-users. 

 

 

3. METHODOLOGY 

 

The presentation, on the one hand, of a modeling 

architecture based on cloud review and, on the other, of an 

optimal process control distribution configuration. The 

architecture plays the role of managers in modern networks. 

Local computers can access and execute machine learning 

algorithms while synchronizing them. Existing steps remove 

time limitations due to complexity. Figure 1 illustrates the 

overall system architecture. 

 

3.1 Method architecture 

 

The storage and integration of Big Data makes it possible to 

visualize and reuse information for analytical purposes. 

Additionally, this data is partitioned for machine learning 

reasoning. Furthermore, this information leads to the 

discovery of irregularities such as anomalies and advanced 

redundancies during the transfer to the cloud. For this reason, 

a security system should be considered which allows the 

information received to be evaluated. First, before sending the 

data to the cloud, the security system analyzes and sorts all the 

data received. In addition, it supports data authenticity and 

confidentiality to protect user privacy. Then the system will 

produce a summary and index the different anomalies to 

process them. The processing is done using the aggregation 

calculation and the interaction parameters (see the 

mathematical model). In addition, in the event of fires or 

disconnections, assistance in performance management is 

established and made available to customers. Finally, the 

information is used by end users during their various requests 

in real time. 

Figure 1 summarizes everything written above. That is to 

say the data is first stored in Big Data, and then these are 

processed by the security system set up and finally sent to the 

Cloud to be deployed. 



 
 

Figure 1. The steps for transferring data to the cloud 

 

3.2 Mathematical formulation of the method 

 

The study of the correlation between cloud security 

parameters and big data quality standardized PCA 

(Parameterized Correlation Approach) is measured by the 

tendency of end users to have the traceability and response of 

their queries over time. The number of transactions made over 

a period of time is calculated according to the probability of 

similarity coverage of the variables. We base ourselves on two 

hypotheses [2, 8]: 

If the information demand is adjusted for partitioning 

operations, then the function is constant throughout time. 

Otherwise, if the number of transactions is lower or higher 

than the partitioning operations, the similarity parameters and 

variables have a low or high rate compared to the defined 

threshold. 

The information provided about partitioning operations is 

represented by the characteristics of the following function: 

 

𝑆𝑙,𝑘 = ∑ (
𝐷𝑡

𝑘
)

𝐷𝑡

𝑘=0

𝐽𝑘(1 − 𝐽)𝐷𝑥,𝑡−𝑘 |
𝑘

𝐷𝑡
− 𝐽𝑡| (1) 

 
𝑆𝑙,𝑘 is the function for adjusting the different parameters. Its 

value is zero if 𝐷𝑡  does not exist. It follows an evolution and 

depends on the characteristics of 𝐷𝑡 . 

𝐷𝑡  determines partition operations when transferring data to 

the cloud 

𝐽 the number of transactions during queries 

𝑘 determines the intensity of the parameter distribution on 

partition operations 

To predict customer behavior, the expected number of 

transactions over a period is given by the following formula: 

𝐸(𝑌(𝑡)|𝑋 = 𝑥, 𝑡, 𝑇, 𝛾, 𝑣, 𝑖, 𝜃)) =
𝑖 + 𝜃 + 𝑥 − 1

𝑖 − 1
× 

[1 − (
𝑣 + 𝑇

𝑣 + 𝑇 + 𝑡
)

𝛾+𝑥

𝐹1 (𝛾 + 𝑥; 𝜃 + 𝑥; 𝑖 + 𝜃 + 𝑥

− 1;
𝑡

𝑣 + 𝑇 + 𝑡
)] /1

+ 𝜎(𝑥>0)

𝑞

𝜃 + 𝑥 − 1
(

𝑣 + 𝑇

𝑣 + 𝑡𝑥

)
𝛾+𝑥

 

(2) 

 

𝐸 refers to the value expected by the customer during each 

transaction 

𝑋  highlights the expected conditional number of 

transactions and indicates the frequency of requests 

𝑡𝑥 information update time and availability 

𝑇  the time elapsed between different updates during Big 

Data and cloud transfer 

𝛾, 𝑣  transaction rate of different clients due to gamma 

distribution 

𝑖, 𝜃 anomaly rate from the beta distribution 

This mathematical formulation is used in various cases: 

Case 1: Transaction prediction  

The mathematical formulation is used to predict the number 

of transactions expected over a given period. Analysts can 

estimate the frequency of transactions based on historical data 

and current conditions. In practice, this model can be applied 

in financial transaction management systems to improve 

forecast accuracy and optimize transaction processes. 

def preprocess_data (data): 

cleaned_data = clean (data) 

normalized_data = normalize (cleaned_data) 

return normalized_data 

def model_transactions (data,gamma_v,theta): 

X = calculate_conditional_expected_transactions (data) 



 

T = calculate_time_intervals (data) 

model = gamma_v*theta*(X + T) 

return model 

Case 2: Adjusting cloud security parameters  

The parameter adjustment function is used to optimize data 

partitioning operations when transferring data to the cloud. In 

fact, the following function adjusts the parameters according 

to the demand for information and the number of transactions. 

This formula is used to ensure that operations are optimized, 

improving the security and efficiency of data transfer to the 

cloud. For example, a financial services company could use 

this function to secure customer transactions while minimizing 

security risks. 

def adjust_security_params (D_t, J, k): 

if D_t! = 0: 

S_lk = (D_t*J*k*(1-J)*D_t-k*k*D_t-J*T) / (D_t-J*T) 

else: 

S_lk = 0 

return S_lk  

def predict_behavior (model, gamma, theta): 

expected_transactions = model*(gamma + theta) 

return expected_transactions 

Case 3: Customer data analysis  

She is also applied to analyze customer behavior and predict 

their value over time. Using variables such as transaction rates 

and detected anomalies, companies can segment their 

customers and target more effective marketing campaigns. For 

example, a telecoms company could use this approach to 

predict which customers are likely to switch providers, and 

then proactively intervene to retain them. 

def optimize_partitioning (data): 

optimized_data = partition_data (data) 

secure_data = secure(optimized_data) 

return secure_data 

This mathematical and algorithmic approach ensures 

efficient and secure data management in a cloud environment, 

while optimizing performance and forecast accuracy. 

In the next section, we'll look at how she is being applied in 

practical contexts to improve prediction accuracy and process 

efficiency in big data and cloud computing. 

 

 

4. EXPERIMENTS AND RESULTS 

 

These developments were carried out in close connection 

with the process industry. Similar techniques with a similar 

working climate are considered to survey the proposed 

calculation. The security system processes information at the 

big data level before sending it to the cloud. The next 

methodology is the message-based exception identification 

model. Then it cleans up the information as it moves without 

laying out the model in advance. 

 

4.1 Evaluation of approaches according to parameters 

 

In this part, the evaluation of the proposed technique is 

highlighted. The data used comes from an internet platform for 

online insurance sales 

(https://archive.ics.uci.edu/ml/datasets/Online+Retail+II).  

For our various simulations, we used Python software. It 

was performed on a processor that met the following 

requirements: CPU: 3.00 GHz Intel (R) Core (TM) i5-8500, 

the relevant criteria of the simulation are listed in the table The 

values of the parameter thresholds are used as independent and 

disjunctive to predict the response of the target variable. The 

relevant simulation criteria are listed in the various tables. 

Table 1 presents the security parameters to evaluate the 

performance of the two algorithms. These algorithms are used 

in the transactional environment to analyze the predictive 

effect of information provided to customers. In the results 

obtained, the precision and recall are close to 1. This indicates 

that the PCA makes it possible to maximize the cost of 

producing the final usage information compared to SVM 

(Support Vector Machine). As for accuracy and F-Measure, 

the results are biased. This is explained by the heterogeneity 

of Big Data. In this case the clients minimize their effects for 

the different requests. In addition, the accessibility time is 

much reduced. 

 

Table 1. Evaluation of the two approaches according to 

security parameters 

 
Approaches Exactness Precision Reminder F-Measure 

SVM 

PCA 

0.955 

0.987 

0.970 

0.970 

0.980 

0.989 

0.975 

0.985 

 

The results obtained show a comparison between the two 

methods of evaluating online transactions. 

Comparative analysis of different parameters 

Accuracy: This measures the percentage of correct 

predictions among all predictions made. It is an overall 

measure of classification performance. 

SVM: With an accuracy of 0.955, demonstrating a good 

ability to classify transactions correctly. 

PCA: The PCA algorithm outperforms SVM with an 

accuracy of 0.987, indicating better overall performance in 

terms of correct classification. 

Precision: This indicates the proportion of correct positive 

predictions in relation to the total number of positive 

predictions. High precision means fewer false positives. 

SVM: Precision of 0.970 suggests that the majority of 

transactions predicted as positive are indeed correct. 

PCA: With an accuracy of 0.990, it shows an even greater 

ability to correctly identify positive transactions, thus reducing 

false positives. 

Recall: This measures the proportion of true positives 

correctly identified among all items that are actually positive. 

High recall means fewer false negatives. 

SVM: Recall of 0.980 indicates that it is able to capture 

most positive transactions. 

PCA: PCA achieves a recall of 0.989, showing a slight 

improvement over SVM in the detection of positive 

transactions, thus reducing false negatives. 

F-Measure: is the harmonic mean of precision and recall. It 

combines the two measures into one, to assess the balance 

between precision and recall. 

SVM: With an F-Measure of 0.975, SVM maintains a 

balance between precision and recall. 

PCA: PCA's F-Measure of 0.985 confirms its superiority in 

terms of precision/recall balance, consolidating its high 

performance on all parameters evaluated. 

Ultimately, the PCA algorithm outperforms the SVM 

algorithm in all the safety parameters evaluated, namely 

accuracy, precision, recall and F-Measure. This superiority 

can be attributed to PCA's ability to better handle the 

heterogeneity of Big Data, enabling a significant reduction in 

classification errors. These results suggest that PCA is a robust 

and effective method for analyzing online transactions, 



 

particularly in complex environments where predictive 

accuracy and reliability are crucial. 

PCA's performance in terms of reducing false positives and 

negatives, as well as its ability to maintain high accuracy and 

recall, make it a preferred choice for transaction security 

applications in Big Data and Cloud Computing environments. 

Table 2 lists the performance of the different parameters. 

These show a similarity closer to 1. These results are obtained 

from the BG/NBD (Geometric Beta/Negative Binomial 

Distribution) model following the values of the different 

distributions. 

 

Table 2. Evaluation of the two approaches according to the 

values of the distributions 

 
Approaches 𝜸 𝒗 𝒊 𝜽 

SVM 

PCA 

9.964 

9.976 

1.887 

2.031 

0.071 

0.094 

1.293 

1.567 
 

Statistical analysis based on distribution 

𝜸 (Gamma): Transaction rate of different customers 

according to gamma distribution. It indicates the frequency of 

transactions. 

SVM: The gamma parameter for SVM is 9964, indicating 

the transaction rate of different customers according to the 

gamma distribution. 

PCA: PCA has a value slightly higher than 9976, suggesting 

better management of customer transaction rates. 

𝒗 (Value): Measure of transaction variability. It represents 

the dispersion or heterogeneity of transactions. 

SVM: The SVM value of 1887 shows the model's 

performance in terms of transaction variability. 

PCA: With a value of 2031, PCA shows higher variability, 

which may reflect better adaptability to transaction variations. 

𝒊 (Anomaly): The anomaly rate derived from the beta 

distribution, indicates the frequency of abnormal transactions 

detected. 

SVM: The anomaly rate derived from the beta distribution 

for SVM is 0.0071, indicating a low level of detected 

anomalies. 

PCA: PCA, with a value of 0.0094, detects slightly more 

anomalies than SVM, which may signify a better sensitivity to 

anomalies. 

𝜽 (Theta): Measure of anomaly correction. Represents then 

the algorithm's ability to correct or handle detected anomalies. 

SVM: SVM's theta parameter is 1293, representing a certain 

level of performance in terms of anomaly correction. 

PCA: PCA, with a theta of 1567, shows an improved ability 

to correct anomalies compared to SVM. 

We find that the analysis of safety parameters using the 

BG/NBD model shows that the PCA approach outperforms the 

SVM approach in almost all aspects evaluated. PCA 

demonstrates better transaction rate management, greater 

variability, and better anomaly detection and correction. These 

results suggest that PCA is a more robust and reliable method 

for processing transactional data in the context of Big Data and 

Cloud Computing. 

Table 3 shows the character of the two algorithms. The 

degree of confidence is approximately equal for the two 

algorithms. In addition, the deviation error between the 

different parameters is very low. This explains that the two 

algorithms are better at managing the quantity of information 

contained in the Cloud. Both algorithms are error tolerant in 

the case where the prediction parameters are very high as well 

as the indexing power. 

Table 3. Evaluation of the two approaches according to the 

correlation of the different parameters 

 

Approaches 
Deviation 

Error 

Indexing 

Power 

Anomaly 

Report 

Degree of 

Confidence 

SVM 

PCA 

0.025 

0.015 

0.738 

0.801 

0.315 

0.143 

0.991 

0.996 

 

Method of evaluating the various parameters 

Deviation error: Measures the difference between 

predicted and actual values. A low deviation error indicates 

high prediction accuracy. 

SVM: The deviation error for SVM is 0.025, indicating a 

moderate level of deviation from predictive values. 

PCA: PCA performs better with a lower deviation error of 

0.015, suggesting higher prediction accuracy. 

Indexing power: This indicates the algorithm's ability to 

index and organize data efficiently. A higher value means 

better data structuring. 

SVM: its indexing power is 0.738, reflecting its ability to 

index and organize data. 

PCA: With a value of 0.801, PCA demonstrates superior 

indexing power, which means better data management and 

structuring. 

Anomaly ratio: This indicates the frequency of anomalies 

detected in relation to the total number of transactions. A lower 

anomaly ratio indicates better anomaly management. 

SVM: The anomaly ratio for SVM is 0.315, indicating the 

frequency of detected anomalies. 

PCA: PCA shows a lower anomaly ratio of 0.143, indicating 

better performance in anomaly detection and management. 

Confidence level: A measure of the reliability of the 

predictions made by the algorithm. A higher degree of 

confidence indicates more reliable and accurate predictions. 

SVM: The confidence level for SVM is 0.991, indicating 

high prediction reliability. 

PCA: PCA achieves a slightly higher confidence level of 

0.996, indicating very high reliability and accuracy. 

Consequently, the analysis of correlation parameters shows 

that the PCA approach outperforms the SVM approach in 

almost all aspects evaluated. PCA demonstrates better 

accuracy with lower deviation error, greater indexing power, 

reduced anomaly ratio and slightly higher confidence. These 

results suggest that PCA is more effective at managing and 

analyzing transactional data, offering a more robust solution 

for integrating Big Data and Cloud Computing. 

In summary, the comparative analysis of PCA 

(Parameterized Correlation Approach) and SVM (Support 

Vector Machine) methods is carried out using the results of 

three tables, each evaluating different aspects of the 

performance of the two approaches. The parameters defined in 

each table enable a comprehensive and detailed evaluation of 

the performance of PCA and SVM methods. They cover 

various essential aspects, such as prediction accuracy, 

anomaly handling, and the efficiency of indexing and data 

structuring. These measures make it possible to compare and 

determine the relative effectiveness of the two methods in the 

context of Big Data and Cloud Computing. 

 

4.2 Exploratory discovery of different approaches 

 

In this simulation, we set the strange information level to 

80% for each partition operation. Exploratory findings show 

that the impacts of information volume on time delay are 

insignificant. Its effect on limiting time and storage space 



 

consumption is recognizable when the amount of information 

is huge. The higher the amount of information, the better the 

impact of the proposed model adjustment, which is why this 

strategy can reduce the delay and consumption. 

 

 
 

Figure 2. Observation of the parameters in Table 1 on the 

SVM and PCA approaches 

 

Figure 2 presents the parameterized loading and processing 

curves of the two algorithms. For the different tests, the 

execution time of the PCA (Parameterized Correlation 

Approach) algorithm is closer to a few seconds. That is to say 

that the information transmitted is processed to definitively put 

an end to the anomalies. Furthermore, the prediction of 

anomalies is very negligible. On the other hand, the SVM 

reflects the prediction effect while maximizing the cost of 

anomalies. 

 

 
 

Figure 3. Observation of the values in Table 2 on the SVM 

and PCA approaches 

 

 
 

Figure 4. Observation of the correlation of the parameters in 

Table 3 on the SVM and PCA approaches 

Figure 3 shows the prediction of the number of transactions 

over the next twenty-four hours based on the actual parameter 

values. It highlights the trend and visualization of the matrix. 

Figure 4 shows the information available on the cloud. This 

is sufficiently processed and made available to customers in 

complete security. In addition, this explains the position of the 

SVM point clouds which increases in a linear and significant 

manner. By contrast, those of PCA gradually decrease. 

 

 

5. CONCLUSION 

 

In this paper, new cloud architecture for optimizing big data 

is proposed in the context of transactional data integration and 

processing. This Parameterized Correlation Approach (PCA) 

solved the problem of predictive efficiency in exploring 

customer queries in real time. We used the BG/BND model 

and machine learning algorithm for the functional analysis of 

the process and the implemented security system. Compared 

with those of the SVM algorithm, our approach shows a 

significant reduction in time and storage space consumption 

when the amount of data is large. The approach can be 

improved by using other data security settings. Finally, our 

method can be extended to other domains such as agriculture 

while evaluating the parameter conditions of this sector. 
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