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Carbon dioxide (CO2), a prominent constituent of greenhouse gases, has a vital impact 

on environmental pollution and the occurrence of global warming. Malaysia is 

categorised as the primary contributor to CO2 emissions among the ASEAN countries. 

Malaysia's total CO2 emissions had a significant increase, surging by a factor of nine, 

from 28 Mt in 1980 to 262.2 Mt in 2020. This indicates analysing the significance of CO2 

emissions is an urgent concern in Malaysia. Therefore, the objective of this study is to 

forecasts the magnitude of CO2 emissions that will be discharged in Malaysia during a 

span of ten years, specifically from 2021 to 2030. This study utilises quantitative 

modelling, namely auto-regressive integrated moving average (ARIMA) analysis, to 

assess the yearly time series data of CO2 emissions in Malaysia spanning from 1970 to 

2020. The findings reveal that Malaysia's CO2 emissions are expected to continue rising 

in the next ten years, albeit with a gradual decline. This finding contributes to the body 

of knowledge and provides Malaysian policymakers with an opportunity to strengthen 

their current economic and environmental policies. This, in turn, could help create a safer 

environment and mitigate the negative impacts of CO2 emissions. 
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1. INTRODUCTION

Natural resources serve as fundamental building blocks in 

socio-economic systems at the local, regional, national, and 

global scales, playing a crucial role in shaping the well-being 

of humanity, the environment, and the economy [1]. However, 

the growing interdependence of diverse economies around the 

world has a variety of effects on the environment. Unlike any 

other period in human history, the current trend is marked by 

a rise in detrimental effects on the global environment, 

specifically in the form of an increase in heat-trapping gases 

[2, 3]. Human activities have undeniably played a significant 

role in the increase in the number of heat-trapping gases over 

the past decades. Especially carbon dioxide (CO2) which is a 

substantial heat-trapping (greenhouse) gas that is emitted by 

human activities like deforestation and the burning of fossil 

fuels, as well as through natural processes like breathing and 

volcanic outbursts [4]. If we look at global CO2 emissions, 

they rose from 20.5 billion metric tonnes in 1990 to 31.5 

billion metric tonnes in 2020 [5]. The environment and people 

will not benefit from this rise.  

Further, rising greenhouse gases, particularly CO2 

emissions gas, are primarily responsible for climate change [6-

8]. Again, this rising CO2 emissions from increased use of 

fossil fuels, rapid urbanisation, industrialization, 

transportation, and population growth [9, 10] cause the global 

mean temperature to rise. Therefore, over the years, climate 

change has gained more attention with frequent news coverage 

of extreme weather phenomena such as melting glaciers and 

heatwaves [11]. Malaysia is not exempt to this issue as 

evidenced by latest event in December 2021, eight states in 

Peninsular Malaysia were affected by severe flooding and 

severe rains that pounded the region's eastern coast. At least 

54 people were killed, two are still missing, and 30,000 more 

were affected by Malaysia's worst flooding in years [12]. 

Malaysia since 1970s, has achieved remarkable global 

economic growth, resulting in a significant increase in per 

capita income. This rapid progress is primarily attributed to 

Malaysia's dominant role as a top exporter of both 

manufactured goods and primary commodities [13]. 

According to world bank, Malaysia’s per-capita income 

increased from 384 US dollars in 1971 to 10,412 US dollars in 

2020 [14].  

For developing economies like Malaysia, a high level of 

development is essential. However, when society and the 

economy transition from a low to a middle stage of 

development, it will lead to a decline in the country's 

environmental condition [15]. For example, when Malaysia 

underwent a rapid transition from an economy reliant on 

agricultural to one focused on industry, its CO2 emissions also 

sharply surged [15]. This is attributed to heightened global 

competition in pursuit of targeted economic growth, leading to 

increased resource and energy consumption and contributing 

to the deterioration of the country's environmental state [16]. 
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Even the EKC theory stated that environmental issues are 

serious for nations in the early stages of development, 

especially for developing countries desiring to become 

developed [17]. According to Zaman et al. [18] and Tella et al. 

[19], Malaysia is ranked 117th out of 180 countries with the 

poorest air quality and CO2 emissions are 8.03 metric tons per 

capita, which represents the third highest after Brunei and 

Singapore [20, 21].  

This is due to the pattern of nations' economic growth 

becoming more unsustainable and having difficulty in 

implementing climate action goals established by our 

government. Therefore, the air quality in Malaysia has 

worsened since the 1970s as the per capita emission of CO2 

has risen [22], and Malaysia's ability to achieve a 40% 

reduction in emissions by 2020 has proven problematic [23]. 

Figure 1 illustrates a 10-year trend depicting the rise in 

Malaysia's overall CO2 emissions. In 2008, the country's CO2 

emissions per capita were 7.385 metric tons, increasing to 7.6 

metric tons in 2018. Despite a temporary decline of 6.527 

metric tons per capita in 2009 due to an economic downturn, 

emissions rebounded the following year, rising by 7.059 

metric tons. Notably, Malaysia witnessed significant carbon 

emissions between 2008 and 2018, peaking at 7.757 metric 

tons per capita in 2014. This surge in emissions can be 

attributed to Malaysia's economic development goals and 

increased production, leading to a worsening environmental 

situation. Particularly, the urban and industrial areas in 

peninsular Malaysia are major contributors to heavy pollutant 

emissions, as highlighted by Alyousifi et al. [24]. Malaysia, 

aspiring to achieve industrialized status soon [19, 25], faces 

challenges in balancing economic growth with environmental 

sustainability. 
 

 
 

Figure 1. CO2 emission of Malaysia 
Source: data retrieved from World Bank [26] 

 

To curb the rise in global CO2 emissions, the United 

Nations' Sustainable Development Goals prioritize 

environmental protection. In pursuit of SDG 13, which focuses 

on combating climate change, the majority of nations are 

striving to implement policies, especially regulations, aimed at 

reducing CO2 emissions [27]. Malaysia is not an exception. 

Because Malaysia is one such developing nation that has 

undergone rapid economic growth in the past 40 years, 

resulting in a slew of environmental issues especially, the 

emission of CO2 [28]. Therefore, it is crucial to understand this 

region's CO2 emissions both present day and in the future. This 

rising degree of environmental degradation in Malaysia forms 

a pressing concern for analysts and decision-makers [29]. Thus, 

forecasting CO2 emissions will aid in raising public awareness 

and has become increasingly important for policymakers and 

researchers seeking to mitigate the adverse effects of climate 

change.  

Besides, most of the surveyed literatures focused on 

applying specific time period using various approaches to 

predict CO2 emissions. For example, Sulaiman et al. [30] 

employed the Conventional Multivariable Grey Model 

(CMGM) approach, Shekarchian et al. [31] utilized energy 

analysis techniques, Tan et al. [32] employed Best Subsets 

Regression and Multi-Linear Regression, Pauzi and Abdullah 

[33] utilized a fuzzy inference system (FIS), and Kee et al. [34] 

applied multiple linear regression and trend analysis, among 

others. However, this study uses the ARIMA (Autoregressive 

Integrated Moving Average) models, specifically the Box-

Jenkins methodology, to estimate and forecast future CO2 

emissions in Malaysia over a ten-year period from 2021 to 

2030. This change in methodology adds to the novelty and 

uniqueness of our paper, presenting an opportunity to gain 

fresh insights into the factors influencing CO2 emissions in the 

specific context of Malaysia. Furthermore, in comparison with 

existing models, we aim to provide a more nuanced and 

accurate assessment of future emissions trajectories. Through 

our efforts, this will provide a valuable contribution to the 

understanding of environmental dynamics in this region and 

offer insights that may inform sustainable policies and 

practices moving forward. 

 

 

2. LITERATURE REVIEW  

 

The Paris Agreement-Conference of Parties 21 (COP21), 

held in 2015, was a significant advancement in GHG emission 

reduction efforts. All parties provided commitments to reduce 

emissions countrywide [35]. The CO2 emissions have been 

forecasted in many countries because of their serious effects 

on the climate.  

The study by Shekarchian et al. [31] focused on cost-benefit 

analysis and prospective assessment of emission reduction 

through the application of wall insulation in buildings in 

Malaysia. The study's principal aim is to forecast any 

prospective changes in emission production over a span of 20 

years, using three distinct scenarios. For Scenario 1, it can be 

noted that rigid fibreglass has the lowest emission reduction 

rate, whereas fiberglass-urethane has the highest rate. 

However, their overall result for this scenario indicates that for 

the following 20 years, the rate of emission production 

dramatically rose. Based on the analysis of CO2 emissions in 

the second scenario, the fuel composition in Malaysia's power 

industry is expected to undergo a gradual change from 2012 to 

2031. This change reflects a downward trend over the next two 

decades, primarily driven by the emission reduction policies 

implemented by major electricity providers in Malaysia. The 

third scenario's CO2 production values are based on the 

optimal thickness of various thermal insulators. According to 

their overall analysis of this scenario, emission production 

related to fiberglass-urethane will decline from 16.7 (kg/m2) in 

2012 to 7.3 (kg/m2) in 2031. 

Furthermore, the prediction models that evaluate and 

compute the CO2 emission in Malaysia are presented in the 

Tan et al. [32] study. The three primary categories of 

transportation, electricity, and residential will be used to 

examine each CO2 emission forecast model. Their combined 

finding for all three sectors demonstrates that CO2 emissions 

have increased and will likely continue to do so through 2021. 

Pauzi and Abdullah’s [33] research described Fuzzy inference 
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system (FIS) to forecast CO2 emissions in Malaysia. 

Additionally, their FIS prediction results diverge significantly 

from the actual values and adaptive neuro-fuzzy inference 

system (ANFIS) prediction values. This indicates that the 

predicted value of CO2 differs from the measured value. For 

instance, the actual amount of CO2 emission in 2009 was lower 

than the amount predicted to be emitted that year. The study 

by Kee et al. [34] is to investigate how Nonintrusive load 

monitoring (NILM) affects CO2 emissions in Malaysia. 

Forecasting models for their studies were developed using 

open data from Malaysia from 1996 to 2018. According to 

their forecasting findings, Malaysia's overall CO2 emissions 

trend would continue to rise through 2030 without reaching a 

peak. 

Mustaffa and Shabri [36] conducted a study on fossil CO2 

emissions in Malaysia and Singapore from 2008 to 2016. In 

comparison to the Traditional Rolling Nonlinear Grey 

Bernoulli forecasting model (RNGBM) (1,1) model, their 

findings demonstrate that the Proposed RNGBM (1,1) model 

of the Generalized Reduced Gradient (GRG) Nonlinear 

method of optimization is capable of producing a higher 

accuracy in predicting CO2 emissions (using the MAPE as an 

indicator). Additionally, their findings demonstrate that while 

actual CO2 emissions are rising, the forecasting value of those 

emissions is continuously fluctuating. Besides that, the article 

by Sulaiman and Shabri [37] examines and predicts Malaysia's 

CO2 emissions from 2014 to 2018. Their actual CO2 emission 

results indicate increases from 2014 to 2018, and their 

forecasted results likewise show an upward trend also from 

2014 to 2019. This paper will, perhaps, shed some insight on 

the difficulties surrounding global warming, particularly given 

the sharp rise in CO2 emissions over the past few decades. 

 

 

3. DATA AND METHODOLOGY  

 
This study focused on analyzing CO2 emissions (in million 

tons) in Malaysia spanning from 1970 to 2020, encompassing 

50 years of data to ensure the accuracy of a 10-year forecasting 

model. The data source utilized was the Emissions Database 

for Global Atmospheric Research (EDGAR), as recommended 

by previous literature such Malik et al. [35], Mustaffa and 

Shabri [36] and Ridzuan et al. [38] since this is a 

comprehensive global database that provides independent 

estimates of anthropogenic emissions of greenhouse gases and 

air pollutants [39, 40]. 

This ARIMA forecast method is chosen to predict 

Malaysia’s CO2 emissions from 2021 to 2030. However, this 

ARIMA is the technique that will be discussed in this section 

in order to analyse study objective which is "To forecast the 

level of carbon dioxide (CO2) emissions that will be released 

in Malaysia over a ten-year period from 2021 to 2030.” To 

implement Automatic ARIMA Forecasting in EViews, we 

first obtained CO2 emissions data in million tonnes and 

explored the data to identify the best transformation method. 

After testing different transformations, we decided to log-

transform the data, which we found to be the most suitable for 

our specific case in Malaysia. 

The first to employ ARIMA models were Box and Jenkins, 

sometimes known as Box-Jenkins models [41]. Moving 

average (MA) and autoregressive models (AR) were combined 

to create the ARMA model. In cases where the dataset is not 

stationary, a difference is applied to make the data stationary, 

and the ARMA model is transformed into an ARIMA model 

[35]. However, ARIMA model can be used to describe both 

stationary and non-stationary time series data [42]. For a 

stationarity process, the variational range is fixed. There is no 

natural constant mean for non-stationarity approaches at the 

level [35]. The time series forecasting method and 

autocorrelations of the data are described by ARIMA (p,d,q) 

models. ARIMA is made up of moving average (q), 

different/integrated (d) and autoregressive (p). The proposed 

ARIMA model used in this study: 

 

∆𝐿𝑁𝐶𝑂2𝑡 = ∅0 + ∑ ∅𝑖

𝑝

𝑖=1
∆𝐿𝑁𝐶𝑂2𝑡−𝑖 + 𝜀𝑡

+ ∑ 𝜃𝑖𝜀𝑡−𝑖

𝑞

𝑖=1
 

(1) 

 

where, t represents time; ∆LNCO2t and ∆LNCO2t−i are the 

current and lag value of differentiated CO2, respectively; εt and 

εt−i are the current and lag value of error terms, respectively; 

∅i is the autocorrelation coefficients; θi is the autocorrelation 

coefficients of error terms; p is the autoregressive order, d is 

the degree of differencing, while q is the moving-average 

order. 

Generally, there are few primary steps for the ARIMA 

regression. For the first step visualizing the data of CO2 

emissions. Checks are made on the data size and the missing 

values. In cases where values are lacking, imputation 

techniques are needed [35, 43]. Further, the Augmented 

Dickey-Fuller test is used to determine whether the datasets 

are stationary [44]. If the datasets are not stationary, they are 

made stationary by taking difference. Besides, the best 

parameters (p, d, and q) are chosen in the following stage. The 

d is calculated using the difference adjusted for data 

stationarity. Other parameters are determined by partial 

autocorrelation (PACF) and autocorrelation (ACF). Using 

different lags, the ACF describes a data series' correlation with 

itself. Contrarily, PACF is calculated by regressing the data 

series against its past lags [43]. Given that we're utilizing the 

Automatic ARIMA Forecasting feature in EViews for our 

forecasting needs, the summary of the Automatic ARIMA 

Forecasting result directly indicates the best parameters (p, d, 

and q) of the LNCO2 emissions time series in EViews (it is 

shown in Section 4.1). After the specification of ARIMA (p, d, 

and q) regressions, we finally determined the orders by re-

checking several accuracy tests on the results, such as the 

correlogram Q Statistics, evaluation of the ARMA process, 

and analysis of relative residuals (as shown in Section 4.4). 

This comprehensive approach provides a robust analysis and 

aligns with the objective of building a reliable forecasting 

model. The last stage of ARIMA regression involves using the 

best-fit model to forecast CO2 emissions levels from 2021 to 

2030, based on the satisfactory results obtained in the 

preceding step. 

 

 

4. RESULTS AND DISCUSSIONS 

 

In order to forecast the level of carbon dioxide (CO2) 

emissions that will be emitted in Malaysia by 2030, the 

objective of this study will be looked at using the ARIMA 

approach. Forecasting of CO2 emission might speed up the 

accomplishment of the 2030 plan concerning sustainable 

development objective 13, which advocates for urgent 

measures to be taken to counteract the effects of climate 

change and Malaysia's attempt to cut carbon emissions by 45 

851



 

percent by 2030. However, this study used the Automatic 

ARIMA Forecasting option in EViews software to identify the 

perfect model to predict the CO2 level for the next 10 years. 

 

4.1 Data stability tests 

 

It is possible to forecast future carbon emissions using 

previous carbon emission data if the CO2 emission series is 

smooth, which guarantees that the fitted curve follows the 

current pattern for a brief period of time. Initially, need to 

conduct a unit root test on the time series of CO2 emissions. If 

it is stationary at the level, we will use the ARMA model; if it 

is stationary after taking the difference, we will use the 

ARIMA model. Thus, the following is the hypothesis: 

H0: The series has a unit root. 

H1: The series does not have a unit root. The series is 

stationary. 

We used the augmented dickey fuller unit root test, which 

was evaluated at level with intercept and then with trend and 

intercepts, to check for stationarity. Further, the results for 

both the second difference and intercept, as well as the trend 

and intercept, are significant at the 1-percent level when the 

same test is run after the second difference is taken, as 

indicated in Table 1. 

 
Table 1. Unit root test at 2nd difference 

 

 

At 1st 

Difference & 

Intercept 

At 1st 

Difference & 

Trend and 

Intercept 

Result 

Variable t-stat Prob t-stat Prob 

CO2 

emission 
-7.595 0.00 -7.584 0.00 Stationary 

 
Table 2. Summary of automatic ARIMA forecasting 

 
Summary of Automatic ARIMA Forecasting 

Selected dependent variable D (LNCO2, 2) 

Forecast length 10 

Number of estimated 

ARMA models 
25 

Number of non-converged 

estimations 
0 

Selected ARMA model (0,1) (0,0) 

AIC value -2.91614468646 
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Figure 2. Smoothed series of the second-ordered difference 

series CO2 emission 

However, since we are using the Automatic ARIMA 

Forecasting option in EViews for our forecasting purposes, the 

summary of the Automatic ARIMA Forecasting outcome 

directly provides the stationary level of the time series of 

LNCO2 emissions. According to the summary of Automatic 

ARIMA Forecasting outcomes as shown in Table 2, LNCO2 

also stationary at the second-ordered differential. So, d=2. 

Adding to this, Figure 2 demonstrates that the second-ordered 

difference CO2 emission series values move toward upwards, 

which is consistent with the characteristics of a smooth series. 

Therefore, this indicates that the second-order differential 

carbon emission series is suitable for forecasting using the 

ARIMA model. 

 

4.2 Determination of model parameters  

 

Usually by observing the ACF and PACF correlogram plot, 

will determine the best order for p and q, and then use the 

resulting p, d, and q to develop an ARIMA model. There tend 

to be two conditions for the ACF and PACF of smoothed 

carbon emissions data in a model: Trailing or truncated. ACF 

or PACF functions are considered to have a truncated tail if 

their value is zero after lags p or q, respectively. If the lag order 

k raises, a trailing tail indicates that either the ACF or PACF 

function rot exponentially or oscillates to reach zero. 

Nevertheless, in the result of the Automatic ARIMA 

Forecasting summary, a model that meets the ARIMA models' 

tests is already present. According to the Automatic ARIMA 

Forecasting summary in Table 2, the ARIMA model (0, 2, 1) 

was the best choice because it fit the data the best for 

predicting CO2 emissions in Malaysia. Thereby, the p=AR (0), 

d=2, and q=MA (1).  

 

4.3 Testing of the model 

 

We have evaluated a thorough statistical analysis of the 

ARIMA model's results to assess its performance. Our 

analysis includes key goodness-of-fit measures such as R-

squared (R2), Akaike Information Criterion (AIC), Schwarz 

Criterion, F-statistic, and likelihood of F-statistic. However, to 

have an effective model, SIGMASQ need to be small, 

Adjusted R-squared must be higher, AIC needs to be small, 

and there should be more significant coefficients [45, 46].  

 

Table 3. ARIMA model (0,2,1) for Malaysia 

 

Variable Coefficient 
Std. 

Error 
t-Statistic Prob. 

C -0.001138 0.001134 -1.003560 0.3208 

MA (1) -0.882888 0.090837 
-

9.719510*** 
0.0000 

SIGMASQ 0.002719 0.000416 6.533004*** 0.0000 

R-squared 0.382827 

Adjusted R-

squared 
0.355994 

Akaike info 

criterion 
-2.916145 

Schwarz 

criterion 
-2.800319 

Note: ***, ** and * are significant at the 1%, 5% and 10% levels, 

respectively 

 

As can be observed from Table 3, ARIMA (0,2,1) has 

lowest SIGMASQ, highest Adjusted R-squared, small AIC 

and the coefficient of MA is significant. the AIC and Schwarz 

Criterion results of -2.9161 and -2.8000, respectively, provide 

852



 

further insights into the model's fit. Adding to this, The R2 

value of 0.3828 indicates that approximately 38.28% of the 

variance in the data is explained by the model. These measures 

collectively offer valuable insights into the effectiveness of the 

ARIMA model in capturing the underlying patterns in the CO2 

emissions data. 

In the implementation of automatic ARIMA forecasting, 

forecast comparison graphs are an essential tool for assessing 

the accuracy of forecasting models. Figure 3 shows the some 

of the selected ARIMA model that relevant to the LNCO2 

series. Based on Figure 3, the ARMA (0, 1) model is the best 

among all the models, represented by the red line in the graph.  

However, upon further examination of the Akaike 

Information Criteria (Top 20 Models) among all the models, 

the ARMA (0,1) model has the minimum AIC value (can refer 

Figure 4). It should be noted that the '0' refers to AR while the 

'1' refers to MA. The AIC value of the optimal model (ARIMA 

(0, 2, 1)) is -2.916145, which is relatively small compared to 

others, the fit accuracy is high. Therefore, the optimal model 

is ARIMA (0, 2, 1), and its specific equation is: 

 

𝐿𝑁𝐶𝑂2𝑡 = −0.001138 − 0.88288 𝐿𝑁𝐶𝑂2𝑡−1
+ 𝜀𝑡  
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Figure 3. Forecast comparison graph 
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Figure 4. Akaike information criteria (Top 20 models) 

4.4 Accuracy tests- ARIMA model 

 

4.4.1 Diagnostic test 1: Correlogram Q statistics (correlogram 

of the residuals) 

Utilizing the valid results acquired earlier, predictions are 

carried out employing the appropriate ARIMA model. The 

initial phase in this methodology involves confirming that the 

model meets the criteria for a stable univariate process. This 

verification entails ensuring that the residuals of the model 

exhibit white noise characteristics, as assessed through Ljung 

box Q statistics. 

Null Hypothesis: Residuals are white noise. 

The graphs depicted in Figure 5 and Figure 6 reveal that 

there are no instances where values intersect the dotted lines 

for either autocorrelation or partial correlation. However, the 

p-values exceed 10 percent, implying that we are unable to 

reject the null hypothesis suggesting that the residuals conform 

to a white noise pattern. 

 

 
 

Figure 5. Correlogram Q statistics 

 

 
 

Figure 6. Correlogram of squared residual 

 

4.4.2 Diagnostic test 2: ARMA process for (covariance) 

stationarity & invertibility 

The second diagnostic examination involves assessing 

whether the estimated ARMA process is covariance stationary, 

a condition met when the AR roots fall within the unit circle. 

However, as our model has opted for AR (0), our focus will be 

solely on verifying invertibility. 

To validate the invertibility of the estimated ARMA process, 
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signifying that every MA root must be situated within the unit 

circle, we refer to Figure 7. The representation in Figure 7 

confirms the invertibility of the ARMA process, as all data 

points are enclosed within the circle. With these criteria 

satisfied, we are now able to proceed with forecasting using 

the selected model. 
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Figure 7. ARMA structure 

 
Further, following the ARIMA test, the relative residuals 

are minimal and the actual and fitted values of the data fitted 

well overall (as shown in Figure 8). Therefore, the model is 

generally valid and that the fit is good and the chosen ARIMA 

structure is stationary, and the model is accurately specified. 
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Figure 8. ARIMA (0, 2, 1) model test curve for the second-

ordered difference series of the Malaysia CO2 emission 

 
4.4.3 Diagnostic test 3: Heteroscedasticity 

The ARCH test was employed to detect heteroscedasticity 

in the constructed model. The findings pertaining to the 

heteroscedasticity of residuals are presented in Table 4. The 

results indicate the absence of heteroscedasticity at a 5% 

significance level, as evidenced by a p-value of 0.899. This is 

attributed to the fact that the associated p-value associated with 

the F-statistic significantly exceeds the 5% significance level. 

Table 4. Obtained results for checking heteroscedasticity of 

residuals 

 
Heteroscedasticity: ARCH Test 

F-statistic 0.015435 Prob 0.9017 

Obs*R-squared 0.016101 Prob 0.8990 

 

4.5 Forecasting analysing 

 

Using the model of the ARIMA (0, 2, 1), we made static 

forecasts in-sample (1990–2020) to forecast 2021–2030 

carbon emissions in Malaysia. The graphs in Figure 9 and 

Table 5 demonstrate our Malaysia’s forecasting results.  

 

 
 

Figure 9. Actual and forecast value of CO2 emission of 

Malaysia 
 

Table 5. Forecasted value of CO2 emissions (million tons) 

using the ARIMA (0, 2, 1) model 
 

Year 

CO2 Emission (Million 

Tons) 

(In LN) 

CO2 Emission 

(Million Tons) 

(After Convert from 

LN) 

2021 5.5609 260.0576621 

2022 5.5747 263.6818494 

2023 5.5874 267.0523744 

2024 5.5990 270.1582764 

2025 5.6094 272.9893696 

2026 5.6187 275.5362985 

2027 5.6268 277.7905897 

2028 5.6338 279.7446987 

2029 5.6397 281.3920518 

2030 5.6444 282.7270831 

 

According to Philip et al. [46], Malaysia was one of the 

nations that committed to reducing its carbon emissions by 45 

percent by 2030 at the 2015 United Nations Climate Change 

Conference. Therefore, this result could be valuable for 

stakeholders. The forecasting results below indicate that 

Malaysia's CO2 emissions are expected to continue rising in 

the coming years, albeit with a gradual decline. In our findings, 

the blue lines represent the predicted CO2 values, whereas the 

red lines represent the actual CO2 emissions. The finding 

indicates that the projected CO2 emissions for Malaysia are 

expected to rise annually, surpassing the threshold of 

approximately 5.6444 million tons/282.7270831 million tons 

by 2030 (refer Table 5) if Malaysia does not employ policies 

and mechanisms. Thus, this result fulfils the objective of the 

study we conducted. 
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The outcome is in line with previous studies by Tan et al. 

[32] showing that CO2 emissions have increased and are 

predicted to do so in the future particularly in Residential 

Buildings, Commercial and Public Services, and 

Transportation sectors. However, our findings were at contrast 

with those of Shekarchian et al. [31] and Kee et al. [34]. A key 

factor contributing to the disparities in our findings compared 

to previous studies could be the methodology used. To assess 

the impact on CO2 emissions levels, these articles utilized used 

renewable energy sources and Nonintrusive load monitoring 

(NILM)-based energy efficiency approaches in their study. 

This methodological variation likely influences the outcomes 

and may explain the divergence in findings. Besides, our use 

of ARIMA models, specifically the Box-Jenkins models, may 

introduce variations in the findings compared to studies 

utilizing different modelling techniques. Therefore, their 

findings differ from ours.  

This points out that if Malaysia's CO2 emissions continue to 

increase in the future, which could be disastrous for the 

environment and puts a big question mark on Malaysia's 

policy of sustainability. If CO2 emissions continue to rise as 

predicted, the quality of the air will also degrade, which will 

eventually have an effect on human existence and other forms 

of life. However, the forecast amount of CO2 emissions is 

increasing at a slower pace. This could be a refer to the proper 

policy put in place to rising CO2 emissions with slower pace. 

The Malaysian authorities should therefore adopt the essential 

policy moves to address the growing issues of CO2 emissions. 

In our forecasting model, we assumed that previous trends 

in CO2 emissions levels would persist into the future. While 

this assumption allowed us to leverage historical data to make 

predictions, it is essential to recognize its limitations. Future 

emissions levels may be influenced by many other factors that 

are not fully captured in the historical data. For instance, the 

introduction of carbon tax, new renewable energy policies or 

development in energy-efficient technologies could lead to 

significant shifts in emissions patterns. As such, even while 

our model provides insightful forecasts about possible future 

trends, it is essential to interpret the results with caution and 

consider the possible influence of external factors that may not 

have been accounted for in the model. 

 

 

5. CONCLUSIONS 

 

Greenhouse gases are the primary drivers of global climate 

change. CO2, as a significant component of greenhouse gases, 

plays a crucial role in environmental pollution and the 

phenomenon of global warming. The increase in global 

temperatures and the concentration of greenhouse gases in the 

atmosphere are causing significant changes in climatic 

conditions. It is extremely concerning since this climate 

change will have disastrous effects on crops, human well-

being, the ecological balance, and biodiversity. A rise in CO2 

dioxide emitted into the atmosphere is responsible for climatic 

changes and ecological imbalances. Malaysia classified as the 

highest CO2 emission contributor among the ASEAN 

countries. If we look at Malaysia's overall CO2 emissions, it 

rose by nine times, from 28 Mt in 1980 to 262.2 Mt in 2020. 

Therefore, recent years in Malaysia, urban and suburban 

populations have been hard hit by the disastrous effects of 

climate change brought on by the sharp increase in CO2 

emissions, including floods, torrential downpours, heat waves, 

water shortages, and infrequent hailstorms. Thus, it is essential 

to analyse the detrimental impacts of humans and economy 

that contributes to the destructive effects towards 

environmental degradation in the form of CO2 emissions in 

Malaysia. 

In addition to concerns about global warming and health 

issues brought on by Malaysia's poor air quality, this study 

looks into the impact of climate change, specifically focusing 

on the forecast of CO2 emissions. Therefore, this study aims to 

employ an ARIMA model for predicting CO2 emissions from 

2021 to 2030. This study uses the Box-Jenkins model to apply 

automatic ARIMA forecasting within the EViews software in 

pursuit of robust and accurate forecasting. By leveraging the 

advanced capabilities of this methodology, we aim to provide 

an in-depth outlook on the trajectory of CO2 levels in Malaysia 

over the next decade. The Box-Jenkins model's application 

enables a thorough analysis of historical trends and the 

identification of key factors affecting carbon dioxide 

emissions due to its inherent adaptability to the nuances of 

time series data. The use of automatic ARIMA forecasting in 

EViews further enhances the precision and efficiency of our 

predictions. Upon preliminary analysis of the forecasted 

outcomes, an important discovery is revealed: during the 

following ten years, Malaysia's growing trend in carbon 

dioxide emissions is expected a gradual slowdown. Further the 

accuracy tests conducted on the ARIMA model provide 

compelling evidence of its robustness and effectiveness. This 

comprehensive accuracy assessment, including Correlogram 

Q Statistics, evaluation of the ARMA process, and analysis of 

relative residuals, collectively indicates that the ARIMA 

model performs well and provides a reliable representation of 

the underlying data dynamics. 

Besides, this study contributes to knowledge by considering 

climate change policy in Malaysia. This study allowed 

government organizations and policymakers to discover the 

forecast value for 10 years, from 2021 to 2030, based on our 

findings. In light of Malaysia's pledge to the United Nations 

Framework Convention on Climate Change (UNFCCC) to 

accomplish a 45% reduction in CO2 emissions by 2030, this 

result may be useful. The recommendations provided in this 

study are intended for various stakeholders, including 

government authorities, financial institutions, private sectors, 

general public and international bodies. In light of Malaysia's 

goal to achieve net-zero greenhouse gas emissions by 2050, 

Malaysia's industrialization and income goals, the government 

should establish more stringent environmental regulations for 

industries. Both public and private sectors should invest in 

research centers to promote industrial waste as an energy 

source and reduce emissions. Considering the ongoing debate 

on carbon taxes, Malaysia should explore their 

implementation to foster sustainable growth. Notably, the 

Malaysian government has implemented the Green 

Technology Financing Scheme (GTFS) since 2010, aimed at 

promoting environmentally friendly practices. The GTFS 

provides financing options with an allocation of RM1.5 billion 

and offers a 2% interest subsidy to companies obtaining loans 

from participating banks for sustainable investments. It is 

recommended that Malaysia's central government should 

prioritize financial technology investments and develop 

financial regulations through monetary and fiscal policies to 

enhance the depth and efficiency of the country's financial 

system. Improving financial efficiency has the potential to 

reduce environmental risks while ensuring attractive returns 

on investments and savings. 
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