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The article is about the classification of anomaly detection dataset-UCF videos obtained 

from Kaggle. The data set consists of 4-class video files. While three of them consist of 

different crimes and abnormal events such as Burglary, Explosion, and Fighting, one class 

consists of videos containing quotes from daily life that do not contain different crimes or 

events. 4-class videos from Anomaly-Detection-Dataset-UCF were used, Burglary consists 

of 100 videos, and videos from the other 3 classes are 50 each. and the number of frames of 

each video varies. First, each video in the dataset was converted into image frames. Because 

video data is the combination of multiple image frames to form a series. and each picture 

frame in this series contains important information. To obtain this information, feature 

information of each frame was extracted. This feature extraction process was carried out 

with 3 different algorithms. These algorithms; Alexnet is Vgg19 and Resnet18. However, 

during the feature acquisition phase, the last three layers from each of the 3 pre-training 

algorithms were removed with Transfer Learning, and 4 layers were manually added instead. 

and retrained Alexnet, vgg19, and resnet18 pretraining algorithms. Thus, it was aimed to 

obtain 1500 features instead of 1000 from each pre-training algorithm. It was aimed to obtain 

more detailed information about the videos by extracting more features. that is, it was aimed 

to increase the number of features with transfer learning. In other words, in this study, 

transfer learning was used for feature improvement and the effects of these three different 

algorithms on classification accuracy with the same parameters were investigated. The 

classification was done in MATLAB with an LSTM classifier as 5-fold. The data is divided 

into 5 parts with 5 folds, and different data are divided into test and train in each cycle. In 

this way, all data is reviewed and accuracy is verified at each fold. In the end, the 

classification result is obtained by averaging the accuracy in 5 cycles. Among the 3 

algorithms, with both transfer learning and 5-fold classification, the lowest result was 

obtained from the Alexnet pre-training algorithm with 94.3% accuracy, Vgg19 with 96% 

accuracy, and the highest result was obtained from resnet18 with 98% accuracy. The content 

of the study focuses on examining these truths in detail. 
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1. INTRODUCTION

Video is a combination of multiple images. and it is created 

by combining these interconnected images into a series [1]. 

Usually, a video consists of 20-25 frames per second, the 

number of these frames directly affects the video quality [2]. 

A video can contain thousands of images, and multiple videos 

yield millions of images. The fact that the features of these 

millions of images can be obtained serially, one after another, 

without storing them anywhere and without taking up storage 

space, and distinguishing the obtained features reveals the 

importance of video classification. Based on all these, the 

picture frames that make up the videos are the primary data 

used in classification [1]. 

The size of the image data that makes up the videos is 

adjusted according to the size requested by the network. This 

can be done manually for a single image, but it is difficult and 

time-consuming to do it for a series of images without 

extracting the images into a folder. This poses a challenge in 

video classification. 

The dimensions of the image inputs can be adjusted in a 

series to the desired size without requiring storage space. After 

the image dimensions are adjusted, the other steps of video 

classification are carried out [3]. When the studies are 

examined, it is seen that video classification with image data 

is based on 4 basic principles. It consists of extracting features 

from the training data from pre-training algorithms such as 

Alexnet, vgg19, and resnet18, selecting the video classifier, 

evaluating the appropriate classifier, and using the classifier to 

process the video [4]. 

A pretraining algorithm consists of multiple layers. CNN 

processes the image with various layers. Again; In a pre-

training algorithm, convolutional layers in the network are the 

most important component of CNN algorithms. First of all, to 

extract the features of the image, a feature map is obtained by 

applying a multidimensional filter to the image in the 

convolution layer. Filters called multidimensional kernels are 

moved over the image step by step to extract features. As a 
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result, a feature map is obtained. However, the dimensions of 

the feature map are smaller than the original image, and zeros 

are added to the structure in the fill layer to preserve the 

dimensions. A nonlinear function is obtained by passing the 

obtained features through the Relu layer. The purpose of this 

is to prevent the linear combination of outputs. Functions such 

as sigmoid and tanh were used in the past for nonlinear 

functions, but they had disadvantages in terms of the speed of 

the neural network. 

For this reason, the ReLu function, which will work faster, 

has taken its place in the network. Thus, the amount of 

uncertain data is reduced by replacing the negative value in the 

Feature Map with "0". In other words, by eliminating 

ambiguous areas in the image and replacing them with zeros, 

obtaining information from image data becomes clearer and 

easier. 

The next layer is the pooling layer. The task of the pooling 

layer is to reduce the size of the feature map [5] and the 

number of computations in the network. In this way, 

inconsistencies in the network are checked. and redundant data 

is reduced [6]. 

There are many pooling processes, but the most popular is 

maximum pooling. In other words, the filter takes the largest 

number in the area it covers. The flattening layer retrieves the 

data from the pool and transforms the data into a one-

dimensional array. then the data passes to the fully connected 

layer. The fully connected layer of each of the 3 pre-training 

algorithms can give us 1000 features for each image. This 

study shows that with the help of transfer learning, we are not 

limited to 1000 features, but can obtain 1500 features from 

each image so that we can obtain more information about the 

images. Thus, we can gain a more advantageous situation 

when classifying videos by getting more information. The 

extracted features are taken from the fully connected layer [7]. 

and the classifier selection phase is started to classify the 

extracted features. There are many classification networks 

such as SVM and LSTM. However, in this study, the LSTM 

algorithm was preferred. It allows time-dependent 

classification as it has many adjustable hidden layers. 

Additionally, overfitting and underfitting are prevented with 

the dropout layer. Due to these features, using the LSTM 

classifier appears as an advantage. 

 

 

2. METHODOLOGY 

 

In this study, the Anomaly-Detection-Dataset-UCF video 

dataset obtained from Kaggle was used. The dataset used is a 

4-class video file consisting of Burglary, Explosion, Fighting, 

and normal videos [8]. Of these, burglary consists of 100 

videos and the other 3 classes consist of 50 videos each. The 

picture frame numbers of each video are different from each 

other and each video frame consists of 320x240 size. Each 

video contains 30 frames per second. Additionally, all 

processed videos are in mp4 format. Our videos are processed 

by dividing them into picture frames. To obtain information 

from each framework, 3 different pre-training networks 

consisting of Alexnet, Resnet18, and Vgg19 were used. The 

reason for choosing these 3 different pre-training algorithms is 

that the image size accepted by Alexnet when entering the 

network is different from the other two. Another factor is that 

the number of layers and depth of each pre-training algorithm 

are different and it is desired to see what the consequences of 

these differences will be. 

After the videos left the pre-training network, they were sent 

to the LSTM classifier and classified. Alexnet architecture has 

managed to preserve the "ImageNet" concept to a significant 

extent. Alexnet pre-training algorithm consists of 5 

"convolutional layers" and 3 "fully connected layers". Then, 

the ReLu (Rectified Linear Unit) function was used as 

activation in the non-linear parts of Alexnet. The reason why 

ReLu has an advantage over Sigmoid is that it is more effective 

in training our model. is that it is fast. The other reason is that 

the sigmoid function causes the gradient problem to disappear. 

If you notice, as the values of the sigmoid function grow or 

shrink, its derivative approaches zero. This problem is called 

"vanishing gradient". Therefore, it becomes difficult to update 

the weights in our model. If you consider a model too deeply, 

the first layers may have difficulty learning due to this problem. 

Alexnet is composed of 25 CNN layers and is the simplest pre-

training network Alexnet, which includes 8 convolution layers. 

It is the simplest pre-training algorithm used today. however, 

it is an advantageous algorithm because it does not require 

high storage space and the classification results obtained are 

quite successful. The pre-trained network can separate input 

data into 1000 different categories. Alexnet can easily learn 

feature parameters for a range of multi-class images. 

Additionally, the input size of the image in the network is 

between 227 and 227 [9]. 

Vgg19 architecture presented by VGG Group (Oxford). 

High kernel sizes used in Alexnet architecture have been 

reduced. At Alexnet, the kernel sizes are not fixed after 5 and 

3, starting with 11. VGG16, on the other hand, has fixed kernel 

sizes. The idea behind this is that 11×11 and 5×5 kernels can 

be repeated with more than one 3×3 kernel. Vgg19 has a total 

of 19 "convolutional" and "fully connected layers".  There is 

also another version called Vgg19, which has 47 CNN layers 

and a more comprehensive structure.  Vgg-19 is a 19-layer-

deep nerve network. Generally, the pre-trained network can 

categorize images into 1000 object categories [10]. This 

number can be increased or decreased with the help of transfer 

learning. The input dimension of the picture on the network is 

between 224 and 224 [9]. 

Resnet18 contains a 71 CNN layer. As the number of CNN 

layers increases, the more complex the structure of the 

previous training network becomes. Images must be re-

dimensioned independently of their size to enter the pre-

training network. Resnet18 is an 18-layer deep convolutional 

neural network [9]. 

The fully connected layer of the pre-training network 

contains the count of classes, and the count of features of this 

network is 1000 [11]. that is, the network can classify a wide 

variety of data. It is preferred in studies due to both its depth 

and this feature. The input dimension of the picture on the 

network is between 224 and 224 Alexnet, Vgg19, Resnet18, 

and 1000 features were removed from the fully connected 

layer for each frame. 80% of the features removed are 

allocated for training and 20% for testing. this is done using a 

K-fold. 

All data is multiplied by 5. test and training data are divided 

by each multiplier. During this division process, different data 

is trained on each floor. The videos were then classified with 

the LSTM classifier. When the video classification algorithm 

is examined, all videos delivered to the system are divided into 

frames. Videos converted to image frames are sent to the 

attribute extraction algorithm. Here, Vgg19 is introduced to 

pre-education networks such as Alexnet and Resnet18. 

Features of 4 different classes from the pre-training network 
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are sent to the LSTM classifier and classified. The LSTM 

classifier was used because it has an adjustable number of 

layers, is a time-dependent function, contains a dropout detail 

that prevents overfitting, and this parameter is adjustable. 

 

2.1 LSTM classifier 

 

LSTM architecture consists of layers and memory cells with 

different functions. These memory cells are very advantageous 

in the long run. Because in Long-Short Term Memory 

Networks, it is possible to remember long-term information, 

that is, the oldest data. From this perspective, it is 

advantageous to use the LSTM classifier since historical 

information should not be forgotten within the scope of data 

processing. It also has LSTM memory bracketing mechanism. 

Thus, it can learn many features. Therefore, it is very 

advantageous in solving time-dependent problems [12]. 

Additionally, successful results have been achieved with 

LSTM architecture in speech [13], text processing [14], audio 

processing [15], image processing and most importantly 

classification [16] applications. LSTM cells contain gates that 

decide which information will be forgotten and which will be 

remembered. These gates are called entry gate, exit gate and 

forgetting gate, respectively [17]. 

The input gate controls (how much new value enters 

memory) and the output gate controls how much of the 

memory value is used to calculate the output activation of the 

memory cell. The forgetting gate decides what information 

will be stored or forgotten in the memory cell [6]. In other 

words, the output of the sigmoid activation at the output of the 

forget gate takes a value between 0 and 1. As it approaches 0, 

it is forgotten, and as it approaches 1, it is retained. 

 

2.2 Transfer learning process 

 

Videos are formed by more than one picture frame. that is, 

each picture frame contains important information about that 

video, but it is very important from which region the features 

are taken. In this respect, the quantity of features to be obtained 

from the fully connected layer directly affects the quantity to 

be obtained. we use a method called transfer learning to 

increase the number of acquired features. With this method, 

we pull as many attributes as we want from the last layer. The 

ratio of this number of attributes needs to be fine-tuned. 

otherwise too much will cause overfitting. 

The transfer learning process allows us to obtain as many 

features as we want. For this, we can retrain the pre-training 

network using a data set that has the desired number of classes 

and is suitable for the image processing dimensions of the pre-

training algorithm and extract features from the last layer of 

the network. 

During the transfer learning process, the last three layers of 

each algorithm were removed and replaced with 4 layers. The 

algorithms were retrained to add these 4 layers to each 

algorithm. Image sizes and number of classes of the dataset 

used for retraining are two important parameters. Matlab's 

dataset, Merchdata, is used for Alexnet. It consists of 5 classes. 

While these 5 classes were used in the last of the added layers, 

a fully connected layer was added on top of this layer to be 

used to capture the desired number of features [18]. 

Additionally, Kaggle's Cards Image Dataset Classification 

is used for Resnet18 and Vgg19. It consists of a quality dataset 

of playing card images. All images are in 224×224×3 jpg 

format. The image size is suitable for resnet18 and vgg19. 

Unnecessary sections in the dataset were trimmed and 

removed. There are 7624 training images, 265 test images and 

265 validation images. It consists of an image set of 53 classes. 

 

 
 

Figure 1. Transfer learning architecture of Alexnet 

 

 
 

Figure 2. Transfer learning architecture of Vgg19 and 

Resnet18 

 

Figure 1 represents the transfer learning structure of the 

Alexnet pre-training algorithm. With the help of Merchdata, 

the network was retrained and as seen in the picture, the last 

three layers were removed and 3 new layers were added. 

Figure 2 is expressed with a common schema since the same 

dataset was used to train the network. It was possible to obtain 

more features by changing the layers of the retrained network 

with the help of the Cards image dataset. 

 

2.3 Cross validation (K-Fold) 

 

In classification problems, we first separate our data set as 

train and test sets, A model is created with the data set and 

predictions can be made in this way. However, test and train 

separation should be random. Otherwise, the desired results 

may not be achieved [10]. For example, we may have selected 

only men or women of a certain age, from a certain region, and 

built a model on them. This will cause overfitting problem. It 

is possible to solve this problem with cross-validation. We 

divided the data into 5 different subsets with 5-fold cross 

validation. 5 cycles are created to train all the data and reserve 

one of the subsets as test data. The average accuracy value 

obtained as a result of 5 cycles shows the net result of our 

model [19]. In this study, to classify a 4-class problem, our 
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data set was divided into 5-fold, and all data was reviewed in 

this way. There is no data not included in the classification. 

This greatly increases the system's accuracy. 

 

 
 

Figure 3. Testing and training data divided into 5-Fold 

 

It is schematized in 5 folds in Figure 3. In other words, by 

taking different data in each cycle, all data was reviewed and 

a large amount of data was prevented from being sent to 

classification at once. 

 

2.4 Video classification 

 

In general, in machine learning applications; The classifier 

used is first trained to recognize different classes using the 

existing data and the class information it belongs to. This 

training is the step of determining some parameters used by 

the classifier. On the other hand, when it comes to new data; 

The same classifier is used to determine the class of the data 

in the light of the parameters obtained from the applied 

training. The data obtained with this approach was used in a 

similar way to perform a classification study using this data. 

The video data set used in this study was first divided into two 

parts, called training and test, at the rates of 80% and 20%, 

respectively.  

Afterward, the previously introduced LSTM-based 

classifier was trained using the training segments, and the 

performance of the classifier was determined using the created 

test segments. In the classification studies carried out; Some 

classifier hyper-parameters such as the number of epochs and 

learning rate were optimized and the most appropriate values 

were determined. 

 

 
 

Figure 4. Video classification algorithm 

 

In Figure 4 we see a video classification algorithm. First of 

all, the frames of the videos belonging to each of the 4 classes 

we have are arranged one after the other. Consecutive frames 

are sent to a pre-training algorithm so that their features can be 

extracted. The obtained features are classified in MATLAB by 

sending them to the LSTM classifier. The LSTM classifier is 

used because it is a time-dependent classifier. Thus, it is a 

widely used algorithm for the classification of video in close 

pattern with time information. 

 

Video Classification Algorithm 

Start 

Step-0: Loading Dataset 

Loading Anomaly-Detection-Dataset-UCF dataset 

Create feature Matrix  

Choose the feature extraction type (Alexnet or Vgg19 or 

Resnet18) 

 

Step-1: Feature Extraction 

Extract features from the pre-training algorithm with transfer 

learning 

Obtain Alexnet or Vgg19 or Resnet18 feature matrix  

Step 2: Divide Data with K-Fold Cross Validation 

Divide the Feature matrix into 5-folds  

Step-3: Train LSTM Classifier 

send all data in series to the LSTM classifier 

all attributes are from the Gaussian distribution 

Step-4: Classify Test Data Classify test data with 5 folds 

using the LSTM model 

Used to classify time-dependent and tri-door LSTM models 

Step-5: Calculate Test Performance 

Achieve scores in accuracy, precision, recall, F1 scores 

With 5 folds the average accuracy performance is calculated 

End 

 

 

3. RESULTS 

 

3 different pre-training algorithms were taken into the re-

training process, allowing us to obtain 1500 features for each 

frame. It is possible to obtain any number of features with this 

method 3 of them. 

The results obtained were compared by classifying the 

features obtained from 3 different pre-training algorithms 

separately for 4-class video data, one of which was related to 

events involving criminal elements and undesirable situations, 

and one of which was from normal daily events. These 3 pre-

training algorithms; Alexnet, Vgg19, Resnet18.  

While 1500 features were obtained from the fully connected 

layer for Alexnet, Vgg19, and Resnet18, after the features 

were obtained, the classification step for each algorithm was 

done in 5 folds. The reason for the classification 5-fold is to 

review all the data and to reach accurate results by preventing 

coincidental results. Because cross-validation is necessary to 

obtain reliable and more accurate results. In each cycle, test 

and training data are randomly divided and this is done 5 times 

[20]. 

Based on all this, let's examine some calculations used in 

classifying videos. Machine learning studies; The limits 

obtained for the criteria of the model used are used in the 

evaluation results in a matrix format called the error matrix 

(confusion matrix), which is an indicator of how close or far 

the prediction of the targeted attribute values is. According to 

the results obtained from confusion matrices, the highest 

accuracy was obtained from Resnet18. Resnet18 has a higher 

number of layers than the other 2 networks. In terms of depth, 

it is almost the same depth as Vgg 19. Batch normalization 

layers have been shown to affect accuracy. vgg 19 is 

equivalent to resnet18 in terms of both depth and number of 

relu layers. It has more pooling layers. but the number of layers 

is less. this appears to have some negative impact on accuracy. 

Alexnet, on the other hand, has fewer layers and less depth 

than both algorithms. As a result, it was determined that there 

was a decrease in test accuracy. 

The performance of the model [11], which is generally used 

in machine learning studies, is evaluated using the evaluation 

results in the form of a matrix called the confusion matrix, 
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which is an indicator of how close or far the feature matrices 

are with the real values. The confusion matrix shows how well 

the predicted values fit the target values. congruent values are 

located in the diagonal section. An example error matrix for 

the simplest two-class classification problem is shown in 

Table 1. These parameters are used to evaluate error matrices 

with two or more classes: True Positive (TP), False Positive 

(FP), True Negative (TN), and False Negative (FN), each of 

which will be described below. Examining the parameters in 

the table, Accuracy Rate is a measure of how accurate the 

classifier's predictions are, while Error Rate is a measure of 

how incorrect the Classifier's predictions are, and therefore a 

low "error rate" is desired. that is, the accuracy rate and the 

error rate are inversely proportional. The recall is a measure of 

how accurately you guessed from tests labeled as positive and 

intended to be as high as possible. Precision, when analyzed, 

is a measure of how accurately positive predictions are made 

and is also a measure of performance appraisal that is intended 

to be large. 

Figure 5 refers to the confusion matrices obtained by 

classifying Alexnet, vgg19 and resnet18 pre-training 

algorithms into 5 folds after the transfer learning process. It is 

seen that the accuracies are proportional to each other and the 

values in the matrices are distributed homogeneously. This 

reveals that a sufficient amount of information is classified. 

 

Table 1. Basic explanation of the confusion matrix 

 
Positive Negative 

TP FP 

FN TN 

 

 
(a) 

 

 
(b) 

 
(c) 

 

Figure 5. Truth matrices of three different algorithms (a) 

Alexnet confusion matrix(b) Vgg19 confusion matrix (c) 

Resnet18 confusion matrix 

 

The desired situation is a result of the evaluation obtained 

in this way; The aim is to ensure that the sizes on the main 

diagonal are as large as possible by using a correctly 

constructed model (in this study, the appropriately selected 

feature and classifier pair). Especially when all the cells in this 

matrix are normalized by dividing by the relevant "target 

sample" numbers in the data set, it is possible to evaluate the 

model performance visually easily. 

TP: In fact, the feature labeled as positive was also 

predicted positively by the algorithm. 

TN: In fact, a feature labeled as negative is also predicted 

negatively by the algorithm. 

FP: An attribute that was originally labeled as negative was 

incorrectly predicted as positive by the algorithm. 

FN: An attribute that is positively labeled is mistakenly 

predicted as negative by the algorithm. 

Accuracy Rate: The accuracy of the predictions made by 

the classifier can be adjusted in advance. Figure 6 shows the 

classification accuracies obtained for all three pre-training 

algorithms. The accuracies were obtained from the confusion 

matrix with the help of formula 1. And for the three pre-

training algorithms are shown comparatively in the column 

chart. 

 

(TP+TN)/Total Number of Samples (1) 

 

 
 

Figure 6. Accuracy of Alexnet, Vgg19, Resnet18 algorithm 

 

Error Rate: It is a measure of how wrong the classifier's 

predictions are, in percent, and the accuracy is expected to be 

low, on the contrary. It is defined by Eq. (1) as follows. Based 
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on the classification accuracies, error rates were obtained. and 

were compared with each other in Figure 7, with the help of 

the accuracies given by the features obtained as a result of the 

three pre-training algorithms. It has been observed that the 

error rate for Resnet18 is very low and the convolution layers 

have positive effects on classification. 

 

(FP+FN)/Total Number of Samples (2) 

 

 
 

Figure 7. Error rates of Alexnet, Vgg19, Resnet18 

algorithm 

 

Recall: This value is also a measure of how accurately the 

positively labeled features are predicted, and this is intended 

to be as high as possible. The true positive value is equal to the 

sum of the true positive and false negative values. Sensitivity 

value is also a measurement that will help us since it is costly 

to predict False Negative. It should be as high as possible. This 

metric is defined as follows: 

 

TP/(TP+FN) (3) 

 

Precision: It is a measure of the accuracy of positive 

estimates in classification and is a performance evaluation 

parameter that is intended to be large. It is the ratio of true 

positive to the sum of true positive and false positive. Precision 

value is very important, especially when the cost of False 

Positive prediction is high. For example, if your model marks 

the e-mails that should arrive in your e-mail inbox as spam 

(FP), you will not be able to see the important e-mails that you 

need to receive and you will suffer losses. situation. In this 

case, a high Sensitivity value is an important criterion for us in 

model selection.  

 

TP/(TP+FP) (4) 

 

F1-Score: It is the harmonic average of the recall and 

precision values. this value should also be high. because it 

contains both precision and callback parameters. The main 

reason for using the F1 Score value instead of accuracy is to 

avoid making the wrong model choice in unevenly distributed 

data sets. Also, the F1 Score is very important to us because 

we need a measurement metric that includes all error costs. 

 

2×Recall×Presicion/Recall+Presicion (5) 

 

For each class from the confusion matrices obtained as a 

result of classifying the re-trained alexnet, vgg19, resnet18 

pre-training algorithms with 5 folds, recall, precision and 

F1-score values were calculated one by one with the help 

of formula 3, 4, 5 and Figures 8-10. It is expressed with 

column charts in. 

 

 
 

Figure 8. Recall, precision, F1 score results for Alexnet 

architecture 

 

 
 

Figure 9. Recall, precision, F1 score results for Vgg19 

architecture 

 

 
 

 

Figure 10. Recall, precision, F1 score results for Resnet18 

architecture 

 

3.1 Feature distribution histograms of algorithms 

 

Sending too many attributes to the classification network 

means adding too much padding. Adding too much padding 

will adversely affect accuracy and result in lower desired 

classification results. In this study, it is emphasized that the 

attributes sent should be at a certain rate. In this way, much 
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more accurate information was obtained. The ratio of the 

features submitted is poured into a histogram. Thus, it prevents 

a large amount of attributes from being sent to classification at 

once. The Histogram information of the feature series sent for 

classification is shown below [21]. The dimensions of the 

attributes sent to the system directly affect the result to be 

obtained, and the parameters such as color, saturation, and 

saturation of the frames are other factors that directly affect the 

system's accuracy. Below are the orientation histograms of 

size 1*576. 

Figure 11 shows the feature distribution histograms. For all 

three algorithms, feature series are grouped between 260 and 

400 before being sent to the LSTM network. Thus, more data 

than the desired rate will not be sent to the network. Based on 

this; Distribution histograms are visual expressions of the 

quantities of feature series. 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 11. Graph representing the size of the attributes being 

sent to the network. Exclusion from the than 400. (a) Alexnet 

feature distribution histogram (b)Vgg19 feature distribution 

histogram (c) Resnet18 feature distribution histogram 

4. DISCUSSION 

 

The number of video archives is increasing over time. 

Therefore, the existence of the internet and technological 

innovations make video sharing easier. With a simple click on 

any smart device, a video can be captured and shared with the 

world [18]. However, it may be difficult to learn what the 

features of these videos are and to distinguish the content of 

the captured video. Artificial intelligence helps us analyze 

videos, extract their features, and ultimately classify them [22]. 

This classification process is done with ML algorithms. But 

there is a lot of information in this area. It is necessary to 

distinguish this information and use it correctly [23, 24]. This 

problem is overcome by machine learning. The most important 

advantage of ML is that it can automatically extract and 

distinguish the desired features from high-dimensional data in 

complex, high-dimensional feature matrices in the desired size. 

[25, 26]. A video file consists of a series of image frames, and 

all frames contain detailed features of that video. However, the 

important parameter regarding the features to be obtained is 

from which part of the image and how many features will be 

extracted from each frame. As the number of features retrieved 

increases, the information obtained about that video will also 

increase, and therefore the more accurate the classification 

process will be. Additionally, the extracted features can be 

pulled from any layer we want, depending on the operation we 

will perform. But it would be better to extract the features from 

the last layers. Because the most accurate data can be accessed 

by going through all deep layers. Thus, high-level features will 

enter the classifier. Another advantageous situation is to send 

the obtained features by dividing them into certain proportions 

instead of sending them to the classifier all at once. This 

process prevents all data from being sent to the network at the 

same time. In other words, dividing and classifying the data 

into parts instead of sending the entire data at once will prevent 

the data from being memorized. More accurate results are 

obtained by classifying all the information obtained. To 

classify the 4-class video dataset, the accuracies of the features 

obtained with Alexnet, vgg19, and Resnet18 architectures 

were compared with the LSTM classifier at 5-fold (cross-

validation). Cross Validation; It is a technique used to predict 

how the performance of a model obtained with training data 

will be with real-world data. This technique; While training 

the model with training data, evaluates the performance of the 

model using the remaining data (validation data). In this way; 

One gets a more accurate idea of how the model will perform 

with real-world data. Thus, a more accurate classification is 

made. Additionally, when the test accuracies obtained are 

examined, it is seen that there is no big difference between the 

accuracies obtained from all algorithms, but the greatest 

accuracy is obtained from the Resnet18 architecture. Resnet18 

gave 98.5% accuracy, vgg19 gave 96% accuracy, and Alexnet 

gave 94.3% accuracy. However, it was observed that the 

difference between the accuracies obtained with the 3 

algorithms and the relevant parameters was approximately 2%. 

This shows that the results are stable. 

The reasons for the differences between the accuracy of the 

algorithms are the number of layers in the algorithm, as well 

as the depth of the network, the number of features drawn from 

the network, and the regions where the features are drawn, 

which are the main factors affecting accuracy. Additionally, 

results, including specific results such as recall, precision, f1-

score, etc., were extracted by calculating the analysis from the 

confusion matrix. Based on all the results, both transfer 
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learning and cross-validation were used with 3 different pre-

training algorithms and the results were compared. In other 

words, the results of transfer learning and cross-validation in 

different pre-training algorithms were monitored. It has been 

determined that there is a relationship between the layers and 

depth of the network and the accuracies obtained by increasing 

the number of features. Based on this, it becomes clear that 

future studies with more advanced, different pre-training 

algorithms, videos with larger capacities, and more classes 

may yield more successful results. 

 

 

5. CONCLUSIONS 

 

A total of 250 videos in mp4 format were used in the study. 

each contains different frame numbers. In all videos, 1500 

features were obtained for each frame from the fully connected 

layer with transfer learning for each pre-training algorithm. 

These features were classified with the LSTM classifier in 

MATLAB. The results of different pre-training algorithms 

were obtained through the deep learning process. At this point, 

it was requested to observe the positive and negative effects of 

the algorithm on classification before training. The first layers 

contain low-level features, while the last layers contain 

detailed information. This parameter was taken into account 

when obtaining properties. Taking features from the last layer 

(high-level features) positively affects the results obtained. It 

is aimed to capture more features to increase accuracy by 

changing the layers containing high-level features. 

While Alexnet gave the lowest result with 94.3%, vgg 19 

gave the result of 96% and resnet18 gave a result of 98.5%. It 

was concluded that precision, recall, F1 score, and specificity 

results were directly proportional to the accuracy obtained. All 

results obtained from the confusion matrix obtained as a result 

of the 5-fold classification were calculated separately for each 

class and average results were obtained. In addition, 

histograms of the feature matrices included in the 

classification were extracted and the amount of feature series 

sent to the classification was kept at a certain rate to prevent 

overfitting. In this way, it was possible to reach results without 

memorizing the data. 
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