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This research aims to model tourist visit data to West Nusa Tenggara Province (NTB) using 

a hybrid model, combining the dynamic neural network method as the core model with the 

wavelet method and fuzzy inference as tools to optimize the model. The model developed 

in this research is referred to as the Fuzzy Wavelet Dynamic Neural Networks (FW-DNN) 

Model. The FW-DNN model is a feed-forward dynamic neural network model that utilizes 

the Wavelet B-spline function as its activation function and TSK (Takagi-Sugeno-Kang) 

fuzzy inference as the method for information aggregation. The modeling results on both 

in-sample and out-sample data show that the proposed FW-DNN model is capable of 

representing the patterns in tourist visit data to NTB quite effectively.  Similar results were 

also observed in the patterns of data for both domestic and international tourist visit 

numbers. Based on the root of mean square error (RMSE) indicator, the performance of 

the developed FW-DNN model for aggregated tourist visit data is 95185.09 for in-sample 

data and 22615.54 for out-sample data. Partial performance analysis of the FW-DNN 

model for international tourist visit data shows a value of 39848.94 for in-sample data and 

5223.86 for out-sample data. Similarly, the FW-DNN model's performance for domestic 

tourist visit data is 39848.94 for in-sample data and 5223.86 for out-sample data. 

Practically, the results of this research can be input for the NTB Provincial government in 

determining tourism management and/or development policies, especially related to the 

provision of supporting facilities and infrastructure, or the private sector in an effort to 

optimize the carrying capacity and/or services for tourists visiting NTB. 
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1. INTRODUCTION

The West Nusa Tenggara Province (NTB) offers a diverse 

range of tourist attractions, including natural wonders, beaches 

and marine activities, religious and cultural experiences, also 

national parks and historical sites. The natural beauty of NTB 

includes stunning and pristine coastlines, mesmerizing coral 

reef tourism, and high-quality handicrafts such as pearl 

jewelry, bamboo crafts, and cukli (a type of woven fabric). 

Additionally, the region boasts a rich cultural heritage with 

various cultural attractions, historical sites, the Gunung 

Tambora National Park, and the Gunung Rinjani National Park, 

which has been recognized as one of the World Geopark sites. 

Due to these comparative advantages, Lombok, one of the two 

major islands in NTB, has been designated as a super-priority 

destination area in Indonesia, alongside Danau Toba, 

Borobudur and its surrounding areas, Labuan Bajo, and 

Manado-Likupang (Ministry of Tourism and Creative 

Economy of the Republic of Indonesia) [1]. 

Before the Covid-19 pandemic, West Nusa Tenggara (NTB) 

was a region experiencing significant tourism growth. The 

number of tourists visiting NTB increased from 1,357,602 

individuals in 2013 and reached its peak in 2017 with a total 

of 3,508,903 visitors. NTB province was ranked 18th among 

Indonesia's tourism destinations, despite a decline in tourist 

arrivals in 2018 due to an earthquake disaster. This decline was 

further exacerbated by the Covid-19 pandemic, resulting in the 

year-end 2021 figure of 875,773 tourists [2]. In 2021, positive 

factors emerged with the hosting of the World Superbike 

(WSBK) Mandalika 2021 event, followed by the MotoGP 

2022 event. Both of these international activities, supported by 

national and NTB provincial programs, aimed to boost the 

number of tourist visits to West Nusa Tenggara Province 

(NTB) and specifically Lombok. They served as crucial 

drivers and positive stimuli for the revival of tourism in 

Lombok. In light of this, research on tourist visitation models 

and patterns becomes important. Such research can serve as a 

reference for the government as regulators and for tourism 

businesses as executors. It helps inform strategies and 

decisions to further develop and enhance tourism in the region. 

Several studies related to modeling and forecasting tourist 

visit numbers have been conducted, but most of them have 

relied on statistical methods as their core models. However, 

statistical methods have their limitations, as they require data 

to be stationary, free from heteroskedasticity, and 

homogeneous. Since the 1990s, researchers have been 

developing soft computing-based methods for modeling and 

forecasting time series data. Soft computing methods offer 
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advantages for handling non-stationary, heteroskedastic, and 

non-homogeneous data, making them valuable tools for 

tourism data analysis and prediction. Soft computing 

techniques are based on several methods, including fuzzy logic, 

neural networks, genetic algorithms, wavelets, and their 

combinations. These methods, either individually or in 

combination, have been used successfully to address time 

series problems [3-7]. Among the advantages of soft 

computing methods, whether used partially or in hybrid 

approaches, are their adaptive capabilities, self-learning 

algorithms, generalization abilities, the ability to solve 

complex and intricate nonlinear problems, and their capacity 

to handle uncertainty. From a computational perspective, 

several studies have demonstrated that hybrid models yield 

significant improvements in terms of the effectiveness and 

efficiency of the models used. 

Time series data analysis has evolved alongside 

advancements in science and technology. Soft computing 

techniques such as neural networks (NN), fuzzy logic, and 

wavelets have been used as alternative models in time series 

analysis [3, 6, 8]. The use of NN models for analysis is based 

on several advantages, including their adaptive capabilities, 

self-learning algorithms, generalization abilities, and their 

ability to address complex and intricate nonlinear problems [3]. 

Abdullah and Kasmuri [9] categorize NN models into two 

types: static neural network (SNN) and dynamic neural 

network (DNN) models. SNN models are based on a specific 

point in time, whereas DNN models adapt to changes over 

time. Based on this, the application of DNN methods is 

considered more rational and realistic compared to SNN 

models [10]. 

Research related to modeling tourist visits with different 

focuses has been conducted, including the study of Li et al. 

[11], who discussed tourism forecasting models based on 

internet media such as search engines, web traffic, social 

media, and multiple sources. Park et al. [12] discussed 

forecasting models for tourist data obtained online for those 

visiting Hong Kong, using SARIMA/SARIMAX methods and 

exponential smoothing state space (ETS) methods. The study 

[13] discussed tourist forecasting using deep learning time 

series methods. Then, Xie et al. [14] addressed the prediction 

of tourist visits by sea to China, utilizing big data with a 

machine learning approach. Akın [15] talked about several 

methods for forecasting tourist visits to Turkey, including 

seasonal auto-regressive integrated moving average 

(SARIMA), n-support vector regression, and multi-layer 

perceptron type neural network models. Additionally, the 

study [16] discussed the relationship between tourism models 

and economic growth in Spain. 

For domestic research, several researchers have also 

published their studies. Among them, Siahaan et al. [17] 

discussed a forecasting model for the number of foreign tourist 

visits to the Riau Islands using a transfer function model. 

Susila [18] addressed multivariate modeling of foreign tourist 

visits to Indonesia through air, sea, and land entry points, 

involving the impact of the Covid-19 pandemic. Julianto et al. 

[19] discussed the prediction of tourist visit numbers in West 

Java using ARIMAX and SARIMAX models based on Google 

Trends data. Lakuhati et al. [20] discussed factors influencing 

tourist visits to the Ecotourism Area in Bahoi Village, North 

Minahasa. Lastly, the study [21] discussed the structural 

analysis of repeat tourist visits to Badung, Bali. 

The advantages of hybrid models combining various soft 

computing methods, such as adaptability, self-learning 

algorithms, generalization, and the ability to address complex 

and intricate nonlinear problems, as well as the capability to 

handle uncertainty, make the Fuzzy Wavelet Dynamic Neural 

Network (FW-DNN) model a suitable choice for modeling and 

forecasting tourist visits to the West Nusa Tenggara (NTB) 

Province. 

 

 

2. LITERATURE REVIEW 

 

2.1 Neural network 

 

The Neural Network (NN) method, developed by Warren 

McCulloch and Walter Pitts in 1943, has been widely applied 

and successful in solving various data analysis problems. The 

characteristics of an NN model are determined by several 

factors, such as its architecture, activation functions, the 

learning process it employs, and the optimization principles 

used to achieve convergence during the learning process [22]. 

The architecture of an NN model describes the working 

procedure of the model from input to output. The complexity 

of the architecture is characterized by the number of layers 

used and the number of neurons in each layer. Activation 

functions are one of the crucial variables in an NN model, 

especially concerning the convergence speed of the model. 

Activation functions determine whether a neuron is activated 

or not through a comparison process with a certain threshold 

value. Generally, activation functions come in several types, 

such as the step function, piecewise linear function, and 

sigmoid function. 

In several studies, the advantages of wavelet functions in 

denoising, data compression, and multi-resolution [23] have 

led to their use in enhancing the performance of NN models. 

Wavelet functions can play a role in NN models as a method 

for data pre-processing and/or as activation functions. This 

integration of wavelet functions into NN models can help 

improve the model's ability to handle noisy or multi-resolution 

data effectively. 

 

2.2 Fuzzy inference system 

 

Fuzzy sets were introduced by Lotfi A. Zadeh in 1965. The 

fundamental difference between fuzzy sets and crisp sets lies 

in the definition of their membership values, which are within 

closed intervals [0,1] ⊆ ℝ, crisp sets only have values of 0 or 

1. Fuzzy set A is typically denoted by: 𝐴 = {(𝑥, 𝜇𝐴(𝑥)) ∣ 𝑥 ∈
𝑋}, with 𝜇𝐴(𝑥) representing the element x A  in [0,1] ⊆ ℝ. 

Inference rules in fuzzy sets typically take the form of 

IF...THEN. To simplify the problem, let's assume 

(𝑥1
0, 𝑥2

0, ⋯ , 𝑥𝑛
0)  as input and (𝑥1

0∗
, 𝑥2

0∗
, ⋯ , 𝑥𝑛

0∗
)  fuzzification 

from (𝑥1
0, 𝑥2

0, ⋯ , 𝑥𝑛
0) and provide n form 𝑅𝑘, 𝑘 = 1,2, ⋯ , 𝑛 as 

hypotheses, with 

 

𝑅𝑘: if 𝑥1 ∈ 𝐴1 ∧ 𝑥2 ∈ 𝐴2 ∧ ⋯ ∧ 𝑥𝑛 ∈ 𝐴𝑛 

then 𝑧𝑘 ∈ 𝐶𝑘 
(1) 

 

with 𝑥𝑘: = 𝑥0
∗𝑘 , 𝑘 = 1,2, ⋯ , 𝑛. 

So that we obtain the conclusion 𝑧 ∈ 𝐶. 

The measure of the contribution of the k-th rule in fuzzy 

inference methods is known as the "fire level" [24]. In general, 

the implementation of fuzzy inference rules refers to one of the 

fuzzy inference rules proposed by Mamdani, Tsukamoto, or 

Sugeno (Takagi, Sugeno, and Kang, TSK). Each of these 

methods has its advantages and disadvantages depending on 
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the subject and/or research data. For time series data, the TSK 

method is quite commonly used due to its ease of calculation 

and its output in the form of linear equations. 

Based on Eq. (1), If the fire level is determined by the 

equality 𝛼𝑘 = 𝐴1(𝑥1
0∗

) ∧ 𝐴2(𝑥2
0∗

) ∧ ⋯ ∧ 𝐴𝑛(𝑥𝑛
0∗

),    𝑘 =

1,2, ⋯ , 𝑛, in that case, the individual output is given by 𝑧𝑘
∗ =

𝑎1𝑥1
0∗

+ 𝑎2𝑥2
0∗

+ ⋯ + 𝑎𝑛𝑥𝑛
0∗

+ 𝑟𝑘 , 𝑘 = 1,2, ⋯ , 𝑛.  And the 

overall system output is given by Eq. (2) 
 

*

1 1

/
n n

k k k

k k

z z 
= =

=   (2) 

 

2.3 Wavelet transformation 
 

Wavelet is a class of functions that can localize a function 

in two aspects: position (time) and scale (frequency). This 

ability is what makes wavelet transformation advantageous 

compared to Fourier transformation, and it is widely applied 

in data processing, such as signal processing and time series 

analysis. 

Mathematically, wavelets are a family of functions 

constructed from the processes of translation and dilation of a 

function, defined as follows [25]: 
 

𝜓𝑎,𝑏(𝑡) = |𝑎|−
1
2𝜓 (

𝑡 − 𝑏

𝑎
) , 𝑎, 𝑏 ∈ ℝ and 𝑎 ≠ 0 (3) 

 

with 𝜓  mother wavelet, a represents the scale parameter 

(dilation), determining the degree of compression or scale, and 

b represents the translation parameter, determining the time 

location in the wavelet transformation. 

In development and application, several wavelet functions 

are commonly used, including Haar Wavelet, Daubechies, 

Mexican Hat, Morlet, B-Spline Wavelet, and others. Each type 

of wavelet has its advantages over the others based on its 

function and characteristics. The Haar Wavelet function is the 

simplest type of wavelet and is widely applied because of its 

simpler calculation characteristics. It is well-suited for 

analyzing discrete and linear data types. However, for 

continuous and nonlinear data types, Haar Wavelet may not 

provide optimal results. In such cases, it is necessary to choose 

another wavelet function with nonlinear characteristics, such 

as Daubechies, Mexican Hat, Morlet, B-Spline, and others. 

The Daubechies Wavelet is a type of wavelet with compact 

support developed by Ingrid Daubechies around the 1990s. 

Unlike the Haar Wavelet, the Daubechies Wavelet has several 

families known as Daubechies Wavelets of order N (DbN) for 

N being a natural number and N≥2. The Daubechies Wavelet 

of order N has 2N vanishing moments and has compact 

support in the interval [0, 2N-1]. The Daubechies Wavelet is 

constructed based on the Daubechies Polynomial of order N-

1, defined as follows: 
 

1
1

1

0

2 1
( ) ( )

N
k N k

N

k

N
P y y y

k

−
− −

−

=

− 
= − 

 
  (4) 

 

On the other hand, B-Spline Wavelet is a family of wavelets 

obtained recursively from the convolution of the Haar scaling 

function [26]. B-Spline Wavelet has several advantages that 

make it a suitable choice for analysis, including having an 

explicit formula in both the time and frequency domains, 

having a symmetric shape, having compact support, and a 

straightforward manipulation process [27]. Based on the 

approximation of the Gabor function (cosine-modulated 

Gaussian), Unser [27] derived the approximation formula for 

B-Spline wavelets of order n as follows: 
 

𝐵𝑆𝑛(𝑥) =
4𝑏𝑛+1

√2𝜋(𝑛 + 1)𝜎𝑤
2

𝑐𝑜𝑠(2𝜋𝑓0(2𝑥

− 1)) 𝑒𝑥𝑝 (
−(2𝑥 − 1)2

2𝜎𝑤
2(𝑛 + 1)

) 

(5) 

 

with "n" representing the order of the B-Spline wavelet, the 

constant 0.657066b =  𝑓0 = 0.409177 and 𝜎𝑤
2 = 0.561145. 

 

 

3. METHODOLOGICAL OF RESEARCH 

 

The data used in this research are secondary data obtained 

from the Central Bureau of Statistics (BPS) and the Tourism 

Department of West Nusa Tenggara Province. The data in 

question consist of the number of tourist visits to West Nusa 

Tenggara Province. This data represents the cumulative 

number of domestic and international tourists visiting NTB 

from January 2014 to December 2022. 

As a representation of time series data, the relationship 

between components of tourist visitation data is analyzed 

using the auto-correlation method. Based on this method, the 

time series data of tourist visits to NTB can be formulated as 

follows: 
 

( ) ( ) ( ) ( )( )1 2, , ,k k k k ny t f y t y t y t− − −=  (6) 

 

for a time 𝑡𝑘  and 𝑡𝑘−1, 𝑡𝑘−2, 𝑡𝑘−3, ⋯ , 𝑡𝑘−𝑛  representing the 

time index before 𝑡𝑘 that is correlated with the time index 𝑡𝑘 

In the application of the NN model, data with index 

𝑡𝑘−1, 𝑡𝑘−2, 𝑡𝑘−3, ⋯ , 𝑡𝑘−𝑛 becomes the input for the FW-DNN 

model to generate the output data with the time 𝑡𝑘. 
 

 

4. THE FW-DNN MODEL FOR MODELING AND 

FORECASTING THE NUMBER OF TOURIST VISITS 

TO WEST NUSA TENGGARA, INDONESIA 
 

4.1 Descriptive analysis 

 

Tourists visiting a region, including West Nusa Tenggara, 

Indonesia, can be categorized into two groups: foreign tourists 

and local/domestic tourists. The pattern of tourist visits to 

West Nusa Tenggara Province from January 2014 to 

December 2022 is shown in Figure 1. Based on Figure 1, it can 

be observed that tourist visits to West Nusa Tenggara Province 

consistently experience an increase around the months of June 

to September each year, except in 2018 when it advanced from 

around April to July. The Covid-19 pandemic also had an 

impact on the decrease in the number of tourist visits to NTB, 

especially among foreign tourists. Government policies 

related to restrictions on foreign tourist visits to Indonesia, 

including NTB at that time, resulted in stagnant foreign tourist 

numbers until May 2022. 

Statistically, as shown in Table 1, during the period from 

January 2014 to December 2020, the average monthly tourist 

visits to NTB were 184,772 people, with a breakdown of 

70,502 foreign tourists and 114,271 domestic tourists. The 

maximum number of visits was 544,237 people in September 

2016, and the minimum number of visits was 2,610 people in 

May 2020. 
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Figure 1. The number of tourist visits to NTB: total tourists 

(blue), domestic tourists (gray), and foreign tourists (red) 

 

Table 1. Statistics on tourist visit data visiting NTB 

 

 Total of 

Tourists 
Foreign Tourists 

Local 

Tourists 

Mean 184772 70502 114271 

Max 544237 271197 352087 

Min 2610 70 2465 
 

4.2 Modeling the number of tourist visits with a neural 

network model 

 

The modeling of tourist visits to West Nusa Tenggara 

Province (NTB) in this research uses a hybrid model that 

combines the Dynamic Neural Network Model as the core of 

the model and the Wavelet and Fuzzy Inference Method as 

tools to optimize the model. In this study, the proposed hybrid 

model is called the Fuzzy Wavelet Dynamic Neural Network 

(FWDNN) model. The architecture of the proposed FWDNN 

model is shown in Figure 2. 

 

 
 

Figure 2. The proposed of FW-DNN architecture 

 

4.3 The algorithm of the proposed FWDNN model 

 

The process of modeling the number of tourist visits to West 

Nusa Tenggara Province (NTB) using the Neural Network 

Model is provided by the following FW-DNN algorithm: 

 

The proposed fwdnn algorithm: 

 

Step 1: The input data is organized using Eq. (6), referred to 

as matrix X. 

Step 2: The input matrix X has a size of n m  and is 

transformed using the normalization method with the formula: 

max

min

min

k
k

x x
x

x x

 

 

−
=

−
 (7) 

 

with 𝑥𝑘
′  𝑥max 

′  and 𝑥𝑚𝑖𝑛
′ respectively denoted k-th data, 

maximum data value and minimum data value. Then, the data 

is further processed with a Wavelet Daubechies of 2-nd order 

transformation (Eq. (4)). 

Step 3: The data, after normalization and Wavelet 

Daubechies of 2-nd order transformation, is aggregated with 

the weight matrix W of size n m  using the formula: 

 

1

, 1,2, ,
n

k jk j

j

q w x k m
=

= =  (8) 

 

Step 4: Value 𝑞𝑘 , 𝑘 = 1,2, ⋯ , 𝑚  is activated using the 

Wavelet B-Spline function of order m=3, as given by Eq. (5), 

resulting in: 

 

( ) , 1,2, ,m

k kz BS q k n= =  (9) 

 

Step 5: For each 𝑘 = 1,2, ⋯ , 𝑚 , value 𝑧𝑘  It is defuzzied 

using Gaussian-type fuzzy membership functions with the 

formula:  

  
2

1
Gauss( ,[ , ]) exp

2
k

x
p x


 



 − 
= = −      

 (10) 

 
with 𝜇 𝑎𝑛𝑑 𝜎 respectively mean and standard deviation from 

𝑥𝑘. 

The Gaussian results are then inferred using the fuzzy TSK 

method with the rules: 

 
12

1 1 2 2 0

1

f then  i
k k k jk j

j

p A p A p A h u p c
=

      = +  (11) 

 
for some real constant c0. 

Step 6: The output of the FW-DNN model is obtained using 

weighted aggregation with the formula: 

 
12

1

k k

k

y v h 
=

=  +  (12) 

 
for some real constant 𝛼 and 𝛽. 

 
4.4 The learning process of the FW-DNN model 

 
The optimization of parameters for learning the FW-DNN 

model is performed in the backpropagation step. In this case, 

the parameters being optimized include the weight matrices W, 

U, and V. The optimization of each of these parameters is 

carried out using the gradient descent with momentum method 

to minimize the cost function: 

 

( )
2

1

1 N
d

j j

j

E y y
N =

= −  (13) 

 

where, N represents the number of data rows, 𝑦𝑗  and 𝑦𝑗
𝑑  

respectively denote the output values of the proposed FW-
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DNN model and the target data value for the k-th row, where 

k ranges from 1 to N. 

The optimization process of weight parameters is carried 

out based on the following partial differential equations: 

 

E E y h p z q

W y h p z q W

      
=

      
 (14) 

 

E E y h

U y h U

   
=

   
 (15) 

 

E E y

V y V

  
=

  
 (16) 

 

Next, the weight adjustment process for each weight matrix 

is showed by 𝑊 = [𝑤𝑖𝑗], 𝑈 = [𝑢𝑖𝑗], 𝑉 = [𝑣𝑖𝑗] , using the 

following equation: 

 
0 , 1,2, , 1,2, ,12.ij ijw w dW i mdanj= + = =  (17) 

 
0 , , 1,2, ,12ij iju u dU i j= + =  (18) 

 
0 , 1,2, ,12i iv v dV i= + =  (19) 

 

with 𝑤𝑖𝑗
0 , 𝑢𝑖𝑗

0 , 𝑣𝑖
0 respectively show 𝑤𝑖𝑗 , 𝑢𝑖𝑗 , 𝑣𝑖  in the previous 

steps, and 

 

(1 )ij r ijdW m w m w=  −  −   (20) 

 

(1 )ij r ijdU m u m u=  −  −   (21) 

 

(1 )i r idV m v m v=  −  −   (22) 

 

and m, 𝜂𝑟 , 𝜕𝑤𝑖𝑗 , 𝜕𝑢𝑖𝑗 , 𝜕𝑣𝑖  respectively represent the 

momentum parameter, learning rate, and weight change in the 

matrix 𝑊 = [𝑤𝑖𝑗], 𝑈 = [𝑢𝑖𝑗] and 𝑉 = [𝑣𝑖𝑗] on Eqs. (17)-(19). 

 

 

4.5 The FW-DNN model for modeling the number of 

tourist visits to NTB 

 

4.5.1 The FW-DNN model for tourist visits to NTB 

Based on the time series data of tourist visits to West Nusa 

Tenggara Province as shown in Figure 1, an autocorrelation 

analysis was conducted, and the results are as follows: 

 

( ) ( )1 2 3, ,t t t tf x f x x x− − −=  

 

with 𝑓(𝑥𝑡) is the number of consecutive tourist visits at time t 

and 𝑓(𝑥𝑡−1), 𝑓(𝑥𝑡−2), 𝑓(𝑥𝑡−3) respectively number of tourist 

visits at a specific time (𝑡 − 1), (𝑡 − 2), and (𝑡 − 3). 

Modeling using the FW-DNN model proposed in this 

research involves a total of 209 parameters, including 204 

weight parameters from matrices W, U, and V, 3 learning rate 

parameters, and 2 parameters for Gaussian membership 

functions. The modeling process with FW-DNN learning for 

10,000 iterations produces results as shown in Figure 3, with 

the model pattern adequately representing the patterns of 

tourist visitation data to West Nusa Tenggara Province.  Based 

on the root of mean square error (RMSE) criteria, the 

performance of the FW-DNN model generated for in-sample 

data is 95,185.09, and for out-sample data is 22,615.54. 

 

 
 

Figure 3. The number of tourist visits to NTB from January 

2014 to December 2020 using the FW-DNN model blue 

dashed line and actual data (red solid line) 

 

4.5.2 The FW-DNN model for international tourist visits to 

NTB 

Based on the time series data of international tourist visits 

to West Nusa Tenggara Province as shown in Figure 1, an 

autocorrelation analysis was conducted, and the results are as 

follows: 

 

( ) ( )1 2 3 4, , ,t t t t tf x f x x x x− − − −=  

 

with 𝑓(𝑥𝑡) is the number of consecutive tourist visits at time t 

and 𝑓(𝑥𝑡−1), 𝑓(𝑥𝑡−2), 𝑓(𝑥𝑡−3), 𝑓(𝑥𝑡−4)  respectively number 

of tourist visits at a specific time (𝑡 − 1), (𝑡 − 2), (𝑡 −
3), and (𝑡 − 4). 

 

 
 

Figure 4. The number of international tourist visits to NTB 

from January 2014 to December 2020 using the FW-DNN 

model (blue dashed line) and actual data (red solid line) 

 

Modeling using the FW-DNN model proposed in this 

research involves a total of 209 parameters, consisting of 204 

weight parameters from matrices W, U, and V, 3 learning rate 

parameters, and 2 parameters for Gaussian membership 

functions. The modeling process with FW-DNN learning for 

10,000 iterations produces results as shown in Figure 4, with 

the model pattern adequately representing the patterns of 

tourist visitation data to West Nusa Tenggara Province. Based 
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on the root of mean square error (RMSE) criteria, the 

performance of the FW-DNN model generated for in-sample 

data is 39,848.94, and for out-sample data is 5,223.86. 

 

4.5.3 The FW-DNN model for domestic tourist visits to NTB 

Based on the time series data of domestic tourist visits to 

West Nusa Tenggara Province as shown in Figure 1, an 

autocorrelation analysis was conducted, and the results are as 

follows: 
 

( ) ( )1 2 3, ,t t t tf x f x x x− − −=  

 

with 𝑓(𝑥𝑡) is the number of consecutive tourist visits at time t 

and 𝑓(𝑥𝑡−1), 𝑓(𝑥𝑡−2), 𝑓(𝑥𝑡−3) respectively number of tourist 

visits at a specific time (𝑡 − 1), (𝑡 − 2), and (𝑡 − 3). 

Modeling using the FW-DNN model proposed in this 

research involves a total of 209 parameters, including 204 

weight parameters from matrices W, U, and V, 3 learning rate 

parameters, and 2 Gaussian membership function parameters. 

The modeling process with FW-DNN learning for 10,000 

iterations produces results as shown in Figure 5, with the 

model pattern adequately representing the patterns of tourist 

visitation data to West Nusa Tenggara Province. Based on the 

root of mean square error (RMSE) criteria, the performance of 

the FW-DNN model generated for in-sample data is 71,855.35, 

and for out-sample data is 17,301.58. 

 
 

Figure 5. The number of domestic tourist visits to NTB from 

January 2014 to December 2020 using the FW-DNN model 

(blue dashed line) and actual data (red solid line) 

 

Table 2. Tourist visitation statistics for those who visited West Nusa Tenggara Province 

 

Klasifikasi Data 
In-Sample Data Out-Sample Data 

Min Mean Max Min Mean Max 

Local Tourists 
Model of FWDNN Data -4120 113120 369110 79840 96320 120540 

Actual Data 18350 135170 352090 60180 102220 136130 

 Performance Model (RMSE) 71855.35 17301.58 

    

Foreign Tourists 
Model of FW-DNN Data 9790 101970 215860 -520 5260 10220 

Actual Data 70 101230 271200 140 4420 2434 

 Performance Model (RMSE) 39848.94 5223.86 

        

Aggregate Tourists 
FW-DNN Model Data 23500 223500 432690 16830 91200 120290 

Actual Data 2610 227850 544240 18680 120290 154210 

 Performance Model (RMSE) 95185.09 22615.54 

 
Statistically, the application of the FW-DNN model to 

tourist visitation data as a whole, domestic tourists, as well as 

international tourists visiting West Nusa Tenggara Province is 

presented in Table 2. 

The results of our research are in line with and strengthen 

the results of research that has been conducted by several 

researchers. These researchers include Xu et al. [28] who 

showed that the combination of fuzzy inference with an 

artificial neural network model was able to increase the 

accuracy of the model in terms of classifying four types of 

objects resulting from the discrimination of reservoir water-

flooded states based on physical quantity values such as 

resistivity, acoustic level, and radioactivity level in the oil 

layer. Likewise, research conducted by the study [29] shows 

that the fuzzy wavelet neural network (FWNN) method with a 

combination of PSO techniques and gradient descent 

optimization provides more efficient model performance 

results and has higher precision for short-term wind power 

forecasting. In addition, research by the study [30] combining 

artificial neural networks (ANN) and fuzzy logic resulted in 

efficient and significant model performance for estimating 

porosity in the petroleum industry. Finally, these results 

specifically strengthen the results of our previous research [5] 

that optimization of the wavelet neural network (WNN) model 

with TSK type fuzzy inference is able to improve the 

performance of the WNN model in case studies of several 

types of univariate time series data. 

 

 

5. CONCLUSIONS 

 

Tourist visitation data is one of the crucial pieces of 

information for planning and developing the tourism sector in 

a region, including in West Nusa Tenggara Province. The 

application of a combination of neural network models as the 

core model with wavelet and fuzzy inference methods as tools 

for optimizing the model, referred to as the FW-DNN Model 

in this research, can depict the patterns of tourist visitation data 

to NTB. This applies to both aggregated tourist visitation data 

and partial data concerning domestic and international tourists. 

Although the resulting data patterns may not be perfect, it is 

suspected that this is due to the influence of natural factors at 

the end of 2018 and the COVID-19 pandemic from the 

beginning of 2020 until the end of 2021. 

Practically, the results of the FW-DNN model developed in 

this research can can be used to predict the number of tourists 

who will visit in the future. Therefore, the results of this 

research can contribute in the form of relevant information or 
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data for the NTB Provincial Government in determining 

tourism management and/or development policies, especially 

regarding the provision of supporting facilities and 

infrastructure, or for the private sector in efforts to optimize 

carrying capacity or services for visiting tourists to NTB. 
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