
The Novel of Using Transfer Learning Approach for Seatbelts Automated Surveillance 

Nibras Z. Salih* , Farah F. Alkhalid

Control and Systems Engineering Department, University of Technology- Iraq, Baghdad 10001, Iraq 

Corresponding Author Email: nibras.z.salih@uotechnology.edu.iq

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.18280/ijtdi.080113 ABSTRACT 

Received: 23 January 2024 

Revised: 29 February 2024 

Accepted: 10 March 2024 

Available online: 31 March 2024 

The number of cars on the road has increased significantly as a result of the development 

of society, and this is one of the problems that traffic officials have focused on when 

diagnosing seat belts. With the increase in traffic accidents in recent years due to drivers 

not adhering to safety rules, it has become necessary to focus on this area. Seat belt 

diagnosis is an important rule that must be followed in the field of deep learning. In this 

paper, transfer learning is applied in seat belt diagnosis to reduce the number of risks and 

to protect passengers and drivers from traffic accidents when the seat belt is not used. The 

Xception model is proposed because this model has very deep hidden layers which leads 

to good metrics, the model is trained on the ImagNet dataset using fine-tuning learning. 

We find that previous training on ImageNet leads to a significant increase in the efficiency 

of the proposed architecture and extracts the important feature in a variety of situations to 

determine whether the driver has fastened his seat belt or not. The results show that the 

model can inspect seat belts with a high accuracy of 99.42% and a loss function of 8.15%. 
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1. INTRODUCTION

Automated surveillance has been attracting a lot of attention 

across a wide range of living fields, including monitoring 

traffic and self-driving cars. The policeman usually executes 

traffic rules manually on the roadways, which makes it 

complicated and inefficient because there aren't enough police 

officers to do it [1]. When the driver is not wearing a belt, they 

can easily be expelled and die, the studies show that wearing a 

belt can raise the chance of living.  

To support law enforcement officials, the development of 

automated monitoring technologies has been necessary. 

Consequently, institutions dedicated to traffic safety are 

seeking automated methods for triggering the wearing of seat 

belts without putting detection devices within automobiles [2]. 

One of the key factors influencing the possibility of survival 

in road accidents is the usage of seatbelts. Despite the high 

level of protection offered in the event of an accident, seat belt 

resistance detection in cars is an essential component [1, 2]. In 

1959, three-step security belts became public and were 

manufactured by Volvo company. 

It was based on the basic safety concepts as stated by Nils 

Bohlin, a safety engineer at Volvo company. Over time, the 

safety belt has been improved with the addition of retractors, 

various pretensioner types, and loading constraints [3]. 

A collection of automated learning techniques known as 

deep learning that are built from several layers of artificial 

neural networks. Therefore, the most accurate learning models 

of deep learning techniques are automatic feature extraction [4, 

5].  

In several domains of study, deep learning algorithms have 

provided the most beneficial outcomes and solved several 

image detection issues. The algorithms used for deep learning 

take a lot of time to process the large number of parameters in 

the deep network and their different weights. Recently, deep 

learning algorithms have proven to be the most successful 

approach for producing the highest-quality results across 

multiple difficult domains [5-8]. 

In deep learning technology, transfer learning plays a 

crucial role when using several deep architectures for precise 

traffic monitoring and seat belt diagnosis. Due to this, it allows 

deep neural networks to learn extremely complex connections. 

Also, it is a well-established technique for proper diagnostics 

with fewer samples and it is one option that reduces the effort 

of the process [9, 10].  

The primary goal of this study is to establish deep transfer 

learning to develop a seat belt classification. We have applied 

an Xception model as a deep transfer learning to analyze 

seatbelt monitoring by fine-tuning learning. To examine this 

model, we have compared the parameter value of the 

performance metrics with the models of other studies. To find 

the best solution for this model, accuracy, precision, and recall 

have computed. The efficiency of the proposed architecture 

increases significantly with previous training using ImageNet. 

Other parts of this paper are organized as follows: Section 2 

describes related works on seat belt diagnostics, Section 3 

explains transfer learning and the dataset, Section 4 presents 

the methodology, Section 5 explains the experiment result and 

Section 6 discusses the conclusion. 
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2. RELATED WORK 

 

In this section, relevant research on the problem of seat belt 

identification is described. A description of seatbelt infractions 

is still regarded as one of the most significant problems in the 

field of deep learning due to the recent increase in traffic 

accidents. 

Yu et al. [11] presented an algorithm to identify seat belts 

on the road using a specific type of feature that utilizes 

gradient orientation. This feature is finally extracted in the 

selected area such as rear windshield location and detection of 

the human face. The author utilized two hundred and thirteen 

high-resolution photos of the traffic intersections. The 

accuracy depends to some extent on the result of the detection 

process the accuracy was 86% of not fastening the belts. 

Balci et al. [12] proposed a mobile system of seat belt 

detection that could be operated in the police car. Actual 

images were taken throughout the night day via a camera 

system mounted a top of a car. They examined the dataset that 

contained 2600 actual images using a single-shot multi-box 

Detector (SSD) model and image classification algorithms 

such as CNN and Fisher Vector. The author concluded the 

SSD model was better than other algorithms with an accuracy 

of 83%. 

Elihos et al. [13] investigated different techniques using 

deep learning for detecting seat belt violations in the head seat 

occupants that were based on a seatbelt SSD, image 

classification, and model of fisher vector classification. The 

model was trained using a near-infrared and color-camera 

monitoring system designed to monitor the front window of 

the cars. With a 91.9% accuracy rate, SSD is better for this 

issue according to the dataset that was used.  

Zhang [14] identified appropriate position forms for drivers 

and passengers based on numerous types of noise such as light, 

weather, and crowds. The author has detected the behavior of 

wearing seatbelts with probability and statistical methods 

using the roadmap technique. The datasets were collected from 

traffic intersections in various methods. Zhang modeled 

vehicle objects into models and each partition of the model 

was used for the part division to enhance the result of the driver 

and seat belt detection. 

Chun et al. [15] suggested a model using a convolution 

neural network to estimate the position of drivers and 

passengers. They analyzed working by a comprehensive 

analysis of gender, clothes, and environment. The Model was 

re-trained using the MS COCO dataset that was appropriate 

for user annotations. So, the algorithms' performance was 

examined under various image situations. 

Kashevnik et al. [16] suggested using a camera located 

within the driver's cabin to identify the seat belt state. The 

model of seat belt stability was developed in the YOLO neural 

network design. Both the belt's corner and its main object were 

identified as two objects using Tiny YOLO. 

Hosam [17] employed deep CNN to identify seatbelt 

infractions in every possible weather situation using a single 

model. The author utilized sensors based on the AlexNet 

approach to study the weather situation. Therefore, he 

concluded that applying a specific model for each weather 

condition is preferable to applying a general model that is 

compatible with all types of weather. The best approach was 

S-AlexNet with an accuracy higher than 90%.  

On the other hand, Wang and Ma [18] utilized the traffic 

management system to identify seat belts and vehicles through 

smart Internet of Things Technology (IoT). They applied the 

YOLO video target algorithm to complete windshield 

identification. The authors implemented an efficient front-end 

feature extraction layout to detect the position of the driver's 

region. All previous studies used “detection”, but in this study 

“classification” was applied. As well, transfer learning has not 

been used to solve the seat belt identification problem before. 

In this research, transfer learning is applied to classify the 

driver's state using the Xception model to obtain high accuracy 

compared with previous related work that used other methods. 

 

 

3. TRANSFER LEARNING TECHNIQUE 
 

In neural networks, transfer learning is known as deep 

transfer learning, as it was first described in 1976 by 

Bozinovski and Fulgosi [19]. Recent use in deep learning tools 

has been established by frameworks such as TensorFlow and 

Keras. Transfer learning tasks are characterized to be similar 

in the original and desired domains, while the domains may 

differ. It enhances the accuracy of the deep learning model 

with minimal training samples and smaller processing 

resources. Furthermore, it is possible to train the desired model 

with the help of a previously original trained model. Transfer 

learning included two categories such as learning based on 

instances and features [20, 21].  

1) Instance method, the knowledge is transmitted from the 

original domain to the desired domain by rescaling or 

adjusting the weight of the original instances. Thus, the 

instance method depends on two basic principles: 

Principle 1: To enable utilized instances again, the specific 

number of instances method in the original domain is 

connected to the desired domain. Not all instances of the 

original data can be utilized again in the desired model. 

Principle 2: Both domains have the same distributed 

conditions. But in many problems of the world, the basic 

requirements of instance learning algorithms are not always 

met.  

2) Features are extracted from the model being trained on a 

huge dataset. The huge dataset trained the model that was 

previously trained on basic features. Moreover, this dataset 

allows the model to pick up most of the specific features. The 

adjustment of features is done to guarantee agreement between 

basic features and the data that are used for training [22]. 

In this work, the original domain is represented by the 

ImageNet dataset which has 1000 classes, while the desired 

domain is the Seatbelt vs no seatbelt dataset which has 2 

classes. 

 

3.1 Xception model 

 

The architecture of the deep learning system has been 

enhanced to enable more accurate image classification 

methods. So, the Xception model is a transfer learning 

technique that may be applied to categorize datasets that 

developed from the Inception model and consist of seventy-

one layers. François Chollet built the Xception model that was 

based on a robust hypothesis [23].  

This approach is better during image recognition compared 

to both Inception and ResNet methods. Furthermore, 

compared to the other transfer learning approach, the network 

size of the Xception model is smaller [24].  

The Xception model creates channel correlations and 

connections between pixels in fully separable CNN features 

[25].  
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When entering data, the single convolutional dimension 

generates a distinct 3D convolution. These convolution 

volumes are later persisted into the non-conflicting portions of 

the channels that receive the output for collection as shown in 

Figure 1 [25, 26]. 

 

 
 

Figure 1. The Xception module divides the convolutions 

for each channel [25] 

 

The architecture of the Xception model involves updating 

multiple units such as the convolution layer, depth-wise 

separable layer, and residual attachment. In the convolution 

layer, convolutional filters are created to compute new features 

from the original image. After that, the outcome is sent into 

the activation function and batch normalization at each layer 

for computation where the main activation function is 

Rectified Linear Unit (ReLU).  

ReLU does not involve complex mathematics and its 

network has nonlinear behavior. Nonlinear behavior provides 

lower errors and more accurate predictions [26]. It's calculated 

by the following Eq. (1): 

 

ReLU(m) = max(m, 0) (1) 

where, m represents the input value, which is linear for every 

positive number, and zero for every negative number. As for 

the depth-wise separable convolutions, it is one of the 

important parts of Xception due to its ability to reduce 

processing and model variables.  

This layer is arranged according to channel color for spatial 

and depth attributes. It consists of two operations related to 

each other which are depthwise convolutions and pointwise 

convolutions. To achieve this operation, a deeper decoupling 

from the standard convolution process is performed to 

generate a kernel for each channel.  

A filter is produced for every channel of the given input data 

set to N using a single filter from the source channel to 

calculate kernel size RF × RF × N. It's calculated by the 

following Eq. (2) [25-27]. 

 

�̂�𝑎.𝑏.𝑛 = ∑  

𝑖.𝑗.𝑛

�̂�𝑖.𝑗.𝑛 × 𝑉𝑎+𝑖−1.𝑏+𝑗−1.𝑛 (2) 

 

where, the feature map input is represented by V and the output 

of feature maps is produced by �̂�, the depthwise convolution 

appears by �̂�. To estimate the final result of the features, the 

n filter in the V is channeled using the n filter in �̂� and 

convolution of the kernel for each pixel location imposed on i, 

j. Whereas the feature pixel locations determine a, b. 

The following layers employ the max pooling layer to 

minimize the computational fees of the model as the following 

Eq. (3): 

 

𝑃𝑚 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝑃𝑖 . 𝑛) (3) 

 

The max-pooling filter is allocated by 𝑛 where Pm is defined 

by the feature output and is organized into a dimensional 

model. Each Pm holds the highest value of input features Pj. 

Thus, the fundamental component of feature extraction 

consists of 36 convolutional network layers. 

 

 
 

Figure 2. The exception of architecture [23] 
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Xception generates fourteen units that are interrupted by the 

residual links except for the initial and final units. The required 

dimensions for the original image are 299 × 299 × 3 with three 

channels. 

The information passes through an entry phase and utilizes 

two convolution layers with kernel 3x3 at the beginning. Then 

follows a middle phase that is executed eight times. After that, 

the information goes to the exit phase at the end [28, 29].  

Figure 2 describes the Exception of architecture. The batch 

normalization layer is not shown in Figure 2 as it comes after 

each SeparableConvolution layer. 

The deep hidden layers used in this model have made it 

suitable for the seatbelt versus no-seatbelt classification. 

Transfer learning can simply be done by making a train on the 

original dataset; this dataset should be huge to ensure good 

transfer learning, and then the four last layers are removed and 

chained to a new training with a seat belt dataset using 

previous knowledge. 

 

3.2 ImageNet dataset 

 

Based on the WordNet architecture, the ImageNet 

collection was constructed to facilitate research and 

development into visual object recognition [30].  

The Xception model has the high accuracy of ImageNet 

with 1000 actual labeled images making it one of the most 

accurate models among traditional deep neural models. 

ImageNet relied on academic developers from Stanford and 

Princeton universities. Therefore, the basic principle of 

ImageNet’s ontology is the assumption that the visual world is 

globally organized to draw a comprehensible schema. The 

ImageNet dataset contains over a million tagged images that 

have been used for training several different models [31].  

In this research, the Xception model was pre-trained on 

ImageNet using a large dataset that was used to classify seat 

belts to obtain the best results. Table 1 below summarizes the 

details of the ImageNet dataset. 

 

Table 1. ImageNet details 

 

Dataset 

[30] 

Classes 
Training 

Image 

Validation 

Image 

Testing 

Image 

1000 1,281,167 50,000 100,000 

 

3.3 Seatbelt dataset 

 

We have used a sufficient dataset with labels that can be 

implemented and modified. This dataset is obtained from 

Robflow [32], this dataset is modified to fit the proposed 

model, hence, the original dataset had two classes (Seatbelt 

and no seatbelt).  

Table 2 below summarizes the details of the modified 

dataset and Figure 3 below shows samples of the seatbelt 

dataset. 

 

Table 2. Seatbelt dataset details 

 

Dataset 

Classes Positive Negative Total 

2 
4118 

images 

4500 

images 

8618 

images 

 

 
 

Figure 3. Samples of seatbelts dataset 

 

 

4. METHODOLOGY 

 

First of all, the pre-trained weights of ImageNet dataset 

training are transferred to be reused in a new model training 

using the new Seatbelt dataset.  

 
 

Figure 4. The proposed model diagram 
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The model Xception was used after removing the last four 

fully connected layers by freezing these layers, while the input 

images were fed by seatbelt images.  

The dataset is divided into two parts, the training dataset 

“80%” and the validation dataset “20%” of this model. The 

proposed model is evaluated using the validation dataset after 

completion of the training. With 10 epochs for the training and 

processing time for an epoch of 535 sec, Adam optimizer and 

Softmax activation function are applied. 

Figure 4 shows the diagram of the proposed model and 

Table 3 below denotes a summary description of the proposed 

model.  

The model is modeled using Python-based Jupyter 

Notebook using MSI laptop, 11th Gen Intel (R) Core (TM) i7-

11800H@2.30GHz, RAM 16.0 GB. (Note that, the software 

and hardware used in this work are available, and it is not 

compulsory to use them). 

 

Table 3. Proposed model description 

 
Feature Value 
Model Xception 

Pretrained Dataset Imagenet 
Input shape 299, 299, 3 

Ephocs 10 
Steps 238 

Epoch processing time 535 s 
Step processing time 2 s 

Optimizer Adam 
Activation Softmax 

Validation_split 0.2 
Dataset Seatbelt 
Classes 2 

 

4.1 Summary of model parameters 

 

We have summarized the steps of the proposed model, 

which includes eight fundamental points 

1. Data Collection: Gather a dataset that achieves the 

target of this work (Seatbelt, No Seatbelt), and ensure the data 

are labeled correctly. 

2. Data Preprocessing: Raw data needs to be processed 

like resized and normalized, especially the Xception model 

treated with size (299 X 299). 

3. Load Pretrained model: The Xception model is pre-

trained on an ImageNet dataset with predefined weights. In 

this work, the model is imported from a TensorFlow source. 

4. Adjust the Model Architecture: Modify the model by 

removing the top fully connected layers used for ImageNet 

classification (in this work, the four last layers), then insert 

new fully connected layers to match the binary classification 

(seatbelt and no seatbelt). 

5. Freeze Pretrained layers: In this step, the pre-trained 

feature’s weights are kept from updating during the new 

dataset's (seatbelt and no seatbelt) training. 

6. Enhance Model: Specify the model parameters to 

enhance it, using the activation function “Softmax” and 

optimizer “Adam”. 

7. Train on New Dataset: train the model on (seatbelt 

and no seatbelt) dataset, then regularly fine-tune the pre-

trained layers by unfreezing them with a lower learning rate, 

in this step, the model utilizes the previous knowledge. 

8. Evaluate the model: choose metrics to evaluate the 

model like accuracy, loss function, valid precision, and recall. 

Figure 5 below denotes the flow process of the proposed 

model. 

 

 
 

Figure 5. Flowchart of the proposed model 

 

 

5. RESULTS 

 

Transfer learning based on the Xception model is applied in 

the proposed approach. The output result of accuracy is 

99.42% and validation accuracy is 99.42%, which are 

considered very satisfactory, and the loss function is 0.815 for 

both training and validation datasets referring to Figures 6 and 

7 below show the accuracy and the loss function of this model. 

The training accuracy is raised to 99% from the first epoch, as 

well as the validation value, the precision is 0.9986, recall is 

0.9979, valid precision is 0.9995, and valid recall is 0.9995. 

The high performance from the first epoch is achieved because 

of the use of transfer learning in the right case; however, the 

original domain matches the target domain. 

The proposed model has approved the best metrics by 

comparing the proposed model with other previous works. 

The state of the art of this work is used a classification 

approach to classify the seat belt dataset while all previous 

works and studies used detection approaches. Therefore, 

transfer learning achieves good metrics and a fast process. 

Table 4 below shows the comparison between Xception 

model and other studies. 
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Figure 6. Accuracy 

 
 

Figure 7. Loss function 

 

Table 4. Comparison with other works 

 
Ref. Method Accuracy Val Accuracy Loss Val Loss 

[13] Gradient Orientation 86% - - - 

[14] SSD 83% - - - 

[15] SSD 91.9% - - - 

[18] Tiny YOLO 95% - - - 

[19] Alexnet 90% 90% 0.7 0.7 

Proposed Model Transfer learning 99.42% 99.42% 0.815 0.815 

 

 

6. CONCLUSIONS 

 

The interest in human safety has gotten high priority, 

seatbelt is one of the most important ways of human protection. 

Therefore, many works are focused on this field and proposed 

many studies to achieve this protection.  

In this work, a new model is proposed, this model is based 

on using the transfer learning technique. The Xception model 

is applied to learn new features for the Seatbelt dataset and to 

enhance the driver classification.  

Furthermore, it is utilized to accelerate the training by using 

previous knowledge of training the model using the Imagenet 

dataset which is a huge dataset with millions of images 

belonging to 1000 classes. We have found that previous 

training on ImageNet leads to a significant increase in the 

efficiency of the proposed model. This dataset contains 8,618 

actual images from Robflow and is modified to correspond 

with the applied model. 

The proposed Xception model achieved very satisfied 

metrics (Accuracy = 99.42%, Validation Accuracy = 99.42%, 

loss = 0.815, Validation loss = 0.815, precision = 0.9986, 

recall = 0.9979, Valid precision = 0.9995 and Valid recall = 

0.9995). 

The model has proposed the best results by comparing with 

other interesting works on the seatbelt, as denoted above, the 

proposed model presents the best accuracy and loss function. 
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