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The goal of this work is to create a closed-loop control system that combines continuous 
glucose, carbohydrates, and physiological variable readings to regulate glucose levels to 
treat hyperglycemia and prevent hypoglycemia, as well as a hypoglycemia early alarm 
module. We use an Extended Kalman filter (EKF) to estimate time-series coefficients of 
type 1 diabetic patient's glucose levels using a 4-variate time series data such as glucose 
level, insulin dose, physical activities, and food consumption. An adaptive Kalman Filter 
algorithm is best suitable for sensor fusion and also for real-time data, which uses the 
series of measurement data over the period to tend to predict the unknown variable. We 
proposed to provide the mealtime bolus as a prolonged bolus, with a slice of the insulin 
dosage delivered before food and the remainder delivered after food. Our research entails 
the use of a glucose monitor (CGM), physical activity monitor (accelerometer sensor), 
carbohydrates monitor (biosensor), an automatic insulin infusion controller that calculates 
the quantity of insulin to be injected, and an insulin infusion drive. Low-Power and Lossy 
Routing (LPLR) with 6LoWPAN are proposed for efficient routing and private networks. 
Our model is evaluated using the UVa/Padova simulator for 25 patients. We conducted 
our experiments with 25 virtual patients with a mix of all age categories. The simulator's 
default sample time is one minute, but we have set the 5-minute sampling time. Overall, 
the proposed models are good at predicting hypoglycaemic (<70 mg/dl), normal glycaemic 
(>70 and 180 mg/dl), and hyperglycaemic (180 mg/dl) blood sugar levels.  
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1. INTRODUCTION

Existing Artificial Pancreases system measures blood
glucose concentration levels by extracting information from 
the CGM sensor, and based on the BGC, the control algorithm 
implemented in the controller automatically adjusts the insulin 
infusion rate of the automated insulin delivery system. The 
probable obstacles to executing an automatic insulin infusion 
engine contain hypoglycemia conditions, misunderstanding 
regarding suitable glycemic targets, various system, and 
procedural issues, and resistance to change. Insulin dosage, 
food intake, daily activities and lifestyle, and emotional states 
all have an impact on glucose variations in diabetic individuals. 
Our body discharges low, basal insulin to keep blood sugar 
levels under control overnight, fasting, and in the middle of 
suppertimes. A huge burst of insulin is released when you eat. 
This burst of insulin is required to eliminate all of the 
carbohydrates that your meal has taken something in. At 
mealtimes, a fast burst of insulin is released to manage blood 
glucose levels while eating. This mealtime insulin surges peak 
in around 45 minutes and then return to baseline/background 
levels. Because insulin stimulates glucose uptake by cells, this 
results in an inability to regulate normal blood glucose levels. 
Long-standing problems such as neuropathy, heart disease, 

and diabetes might occur if blood glucose levels continue to 
be high for a lengthier period. If it is left untreated, it causes 
Hyperglycaemia as well as chronic multiple organ impairment, 
cardiovascular disease, kidney failure, and blindness. To treat 
type 1 diabetes-related comorbidities, proper insulin therapy 
must be given to the patients at right time. 

An AR model depends on only continuous blood glucose 
data of type-1 diabetic patients; the performance of parameter 
estimation was evaluated by using data-shooting and 
regularisation strategies to identify diabetic patients. However, 
in some studies exogenous (X) input variables can be used to 
include the special effects of insulin intake or carbohydrate 
intake on glucose, albeit the effect of carbohydrate intake on 
glucose is far less studied than the effect of insulin. ARMA 
models, ARMAX, and ARX models are developed for 
predicting the blood glucose levels in the existing literature 
survey [1]. 

Deep learning algorithms boost the performance of IoT-
based healthcare applications dramatically. However, if the 
training values do not appropriately cover all working 
circumstances, CNN will be unable to extract useful features. 
However, it might be a difficult task during emergencies since 
data may not be available. The work create a new data-driven 
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method for predicting glucose dynamics in type 1 diabetic 
patients, taking into account the impact of prior glucose 
measurements, insulin, physical activity, and food intake. To 
estimate time-varying parameters and a state variable like 
glucose concentration at the same time, a recursive estimator 
based on extended Kalman filtering (EKF) is used. EKF also 
gives prediction covariance errors of glucose concentration 
and model parameters, which might be utilized to eliminate 
false hypoglycemia/hyperglycemia warnings and develop 
more robust control systems. 

2. RELATED WORKS

Diabetes is a major chronic disease problem with major
economic and social impacts around the world. There have 
been no studies to solve the potential of M-IoT. Advanced 
physiological assessment techniques and non-invasive blood 
glucose detection for diabetes management are used. In this 
paper [2, 3], a new type of wireless sensing system for 
monitoring and analyzing heart conditions is proposed and it 
is proposed to send information to the Internet of Things 
applications and caregiver/s and doctors for (IoT) tourism.. 
The proposed [4, 5, 6] ECG remote monitoring is devoted to 
non-technical users who require the Internet of Things (IoT) 
infrastructure, long-lasting healthy living environment 
monitoring, and system integration over the wider Internet. 

A new device is to be proposed for the first-order (FO) 
predictive coefficient (PC) differential sensor (DS) [7, 8] and 
signal quality assurance (SQA). It can significantly reduce 
false positives. The system will notify you promptly. 
Disconnection and saturation sensors become the issues 
during unmonitored health monitoring. In this document [9], 
it is proposed that devices that can wear bio-sensing masks 
monitor pain intensity using facial electromyography (surface 
electromyography). The wearable device can be used as a 
wireless sensor node and is integrated into a tourist-to-noise 
ratio system to monitor the IoT for remote pain. In this paper 
[10], an intelligent home-based platform, iHome's Health 
Internet with Things, has been proposed and implemented. 
The platform has been enhanced to include connectivity and 
compatible device integration and an intelligent medical box 
(iMedBox) based on an open platform. The sensor area 
contains a power board for signal acquisition and dispensation, 
energy supply, and a central board monitor [11] for three 
sensors and vital signs for battery charging. All components 
are installed on the human body, convenient for remote health 
monitoring applications and its design combines rigidity and 
flexible configuration. Smart Gateway using Computing Fog 
[12] is proposed for smart home remote patient health
monitoring. Plant field monitoring from remote locations
facilitates better utilization and crop quality among workers.

Monitoring Framework of IoT Assisted Electrocardiogram 
(ECG) [13] is proposed for continuous monitoring of 
cardiovascular health for secure data transmission. 
Lightweight ECG signal strength analysis presents the 
Formulation and implementation of automatic classification. 
The fuzzy mite system (running on a fog server) predicts 
environmental risks and the risk of transmitting the infection 
in real time to user health [14]. Environmental risks are taken 
from the concept of virtual zones and provide updated 
information elsewhere. People with chronic diseases should 
monitor their vital signs regularly and repeatedly [15,16]. 
Essential measurement of vital signs and physiological 

functions will be useful. The Android application displayed in 
the doctor-related system allows him to receive the patient's 
current status without physicalizing the smartphone's current 
demographic data [17,18]. 

3. PROPOSED METHODOLOGY

To eliminate frequent finger pricking, a CGM sensor is 
utilized to measure the diabetic patient's blood glucose level 
from the interstitial fluid. Because CGM sensors are implanted 
beneath the skin, they monitor interstitial glucose rather than 
blood glucose (BG).CGM sensors can be made "smart" by 
including algorithms that can send out notifications when 
glucose concentrations are expected to surpass normal range 
thresholds [19,20]. To improve the signal-to-noise ratio (SNR) 
of CGM data, it must be filtered. There will be minor 
differences in measurement taken from the interstitial fluid 
and the blood samples, but it will be the same during the steady 
state phase. 

The accelerometer sensor measures the user's current 
physical activity, such as sitting, sleeping, walking, jogging, 
and exercising. Based on the meal consumption, a biosensor is 
utilized to measure the carbs content. Because blood pressure, 
BMI, and heart rate have such close correlations, three 
additional sensors have been used to measure them. 

3.1 6LoWPAN Architecture 

The 6LoWPAN standard enables efficient use of IPv6 at 
low power through related protocols. An adaptive layer of 
simple embedded node optimization can be done in low-cost 
wireless networks. Title Summary is required to operate an 
effective payload transmission. Also, fragmentation and 
rearrangement of both transfers should be grouped and 
layered. Therefore, the MAC network layer is introduced 
between the adaptive layers. The same IPv6 prefix is 
distributed by LoWPAN and routers across the LoWPAN 
node share network interface. The node first uses edge router 
registration to facilitate efficient network operation. These 
operations are part of Neighbour Discovery (ND). 

Figure 1. 6LoWPAN architecture 

However, most of the 6LoWPAN applications such as 
automatic meter reading and environmental monitoring have 
been developed using mesh topologies. As it is often covered 
and cost-effective for infrastructure, it adopts multi-hop 
forwarding to achieve energy efficiency. Such link-layer 
meshes, LoWPAN networks, and IPs are done in three 
different ways, including routing. Link-layer networks and 
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mesh LoWPAN have transparent mesh-mesh transfers and are 
called the Internet Protocol. 

3.2 Low-Power and Lossy Routing (LPLR) with 
6LoWPAN 

Routing is one of the primary network layer tasks defined 
in the Open Systems Interconnection (OSI) model. Various 
other tasks include resolving nodes and creating and 
maintaining network topologies. 6LoWPAN technology 
employs a modified IPv6 protocol stack for seamless 
connectivity. Consider a scalable network of M nodes, let N1, 
N2, and N3 be the coordinates of each node.  A collection point 
(CP) is considered to be a cluster head at any physical location 
within it. The network interface of the node can reduce energy 
usage according to the following parameters.  

a) NIC characteristics
b) Packet Size
c) Bandwidth usage
While the node is in listening mode and sleep mode, it

assumes energy is being consumed; the power consumption is 
1.0 W and 0.001 W respectively. 
The transmitted energy and the Joule energy to the received 
packet are: 
𝐸𝑛𝑢𝑠𝑎𝑔𝑒 ൌ ∑ 5 ∗ packetsizeሺnሺjሻሻp

jൌ1                     (1) 

The lower value of convergence indicates a larger amount 
of data and the longer time required for training the algorithm. 
Each solution generates a random path with a maximum 
number of nodes between the source and destination and 
satisfies the following constraints. 

𝑁𝑠&𝑁𝑑 ൑ 𝑁𝑡ℎ                                       (2) 

where 𝑁𝑠 𝑎𝑛𝑑 𝑁𝑑, s is the source and destination node. 
Then it will generate a random path with 𝑁𝑖 nodes, let the 

nodes in this path, 𝑁𝑃𝑖൅1. To evaluate the learning metric 𝑀𝑝 

of each generated random path: 

𝑀𝑝 ൌ ∑ 𝑑𝑖െ1

𝐸ሺ𝑖ሻ

𝑁𝑖
𝑖ൌ0 ൅ 𝐿𝑆𝑖െ1    (3)

                
Energy Level of each node=E 
Link Support 𝐿𝑆𝑖 

The randomly generated path's learning metrics, i, is a 
positive integer that takes up the minimum value as two and 
the maximum value as the total number of nodes in that path, 
respectively. The 𝑑𝑖െ1 distance between the successive nodes, 
𝐸ሺ𝑖ሻ, is the instantaneous energy of each node right from the 
source node and 𝐿𝑆𝑖െ1  is the link quality between the 
successive links in the path. 

3.3 Sensor Fusion using Adaptive Kalman Filte 

Let x1, x2,….xn denote the sensor measurements from 
various sensors with covariance w1, w2,…wn respectively. 
Each sensor processor i supplies its prior estimates and 

covariances are 
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 and the fusion problem is to

compute the total estimates and covariance matrix
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   The Kalman Filter updates or corrects the prediction and the 
current state's uncertainty after receiving the measurement. 
The Kalman Filter also forecasts future states and so on. 
During the prediction step, the system state at the next time 
stamp is  

' '
1, ,n n n n n nX FX GU W      (4)  

   Where G is the control matrix, U is the input variable, W is 
the process noise and F is the state transition matrix. The 
prediction level of uncertainty is calculated by  

'
1, ,n n n nP FP F Q  

        
 (5)   

    where Q is process noise uncertainty Qn=E(WnWn)T 
Initial estimate: (x’0,0,P0,0). 
   During the update step, the Kalman Gain is  
Next, update the system state predicted at time k by the 
measured value  

' ' '
, , 1 , 1( )n n n n n n n nX X K Z HX      (6)   

   where, output vector Zn=Hxn 

   Finally, uncertainty will be updated based on the 
measurement is: 

, , 1( ) ( )T T
n n n n n n n n nP I K H P I k H K R K     (7)   

    Where measurement uncertainty Rn=E(VnVn)T 

Total Daily Insulin Dose (TDID): 

  Generally, the total insulin required for a day will be 
calculated based on  

  
  

4

weights in pounds
Total daily insulin    (8)  

Carbohydrates coverage from the total daily insulin is 
calculated using the “500” rule by 

500
CarbRatio

TDID
   (9)   

The BG has been quantized into a predetermined number of 
classes to perform a classification of the events comparable to 
precise amounts of BG concentration. They are, Severe 
hyperglycemic, hyperglycemic, normal, hypoglycemic and 
severe hypoglycemic. 

Class set C={( if Ø’ሺtሻ<= 50, SHypo), 
   (if 50 > Ø’ሺtሻ<= 70, Hypo), 
   (if 70 > Ø’ሺtሻ<= 180, Normal), 
   (if 180> Ø’ሺtሻ<= 250, Hyper), 
   (if Ø’ሺtሻ>= 250, SHyper)} 

Where denote the data as Di=[BGi, HRi, BPRi, CHOi, PHi, 
ISi, IDi]  where all these variables are calculated in the time 
series from 1 to n. BGi =[BG1, BG2….BGn] is the blood 
glucose level, HRi is the heart rate, BPRi is the blood pressure 
rate, ISi insulin boluses, and IDi insulin diffusion rate. 
Typically, a blood glucose level of 180 mg/dl is typically 
considered the threshold for hyperglycemia. This value is 
widely acknowledged as the maximum limit for glucose levels 
after a meal.   This value is crucial in establishing the desired 
ranges for maintaining glycemic control. 
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3.4 Estimation of Insulin Infusion Rate from Blood 
Glucose Concentration Using Time-Varying State Model 

At time t, let Ø’(t) denote the measured blood glucose 
level, x(t) denote the insulin delivered, y(t) the carbohydrate 
being taken and z(t) denotes the energy consumed due to 
physical activities at time t. 
The measured blood glucose level at time t: 

'
1( ) ( ) ( )t t n t                                               (10) 

σ(t) is glucose concentration from interstitial fluid and n1(t) 
is the measurement noise. Measured glucose concentration 
from the interstitial fluid at time t+1 

 

     ( 1) ( ) ( ) ( ) ( )t t tt t I X t u M X t v t           (11) 

µ[σ(t)] is the auto regressive value that denotes the blood 
glucose values at time t+1, It[x(t-u)] is the dynamic linear 
regression of blood glucose values at time t+1 after insulin 
delivery with u delay, Mt[x(t-v)] is the dynamic linear 
regression of blood glucose values at time t+1 after meal 
intake with v delay and β(t) is the process noise. 

 

  1 2( ) ( ) ( ) ( ) ( 1) ... ( ) ( 1)t nt t t t t t t n               (12) 

 

  1 2( ) ( ) ( ) ( ) ( 1) ... ( ) ( ( 1))t nI x t u t X t u t X t u t X t u n                  

                                                                                 (13) 
 

  1 2( ) ( ) ( ) ( ) ( 1) ... ( ) ( ( 1))t nM X t v t X t v t X t v t X t v n                  

                                                                                 (14) 

τn(t) is the auto regressive coefficient, φn(t) and θn(t) are the 
linear regression coefficients which are time varying 
coefficients. φn will be considered negative because insulin 
intake always decreases the blood glucose concentration level 
whereas θn will be assumed to be positive as carbohydrates 
always increase the  blood glucose concentration level 

     '
1( 1) ( ( 1) ( ) ( 1) ( ) ( 1) ( ) ( ) )

d
t t t e t e t p t p t X t d

dt
                   

                                                                                         (15) 
Where, 
  Ø(t) and Ø(t+1)  is the blood glucose level at time t and t+1 
  e(t) and e(t+1) is the measurement noise at time t and t+1 
  p(t) and p(t+1) is the process noise at time t and t+1 with zero 
mean and variance equal to σ2 
  
    The formula to determine the insulin dose for high blood 
glucose levels is:  
Insulin dose for high blood glucose=Difference between 
actual blood sugar and target blood sugar ÷ correction factor. 
 

' '( ( ) ( ))
h

t T t
I

CF

 
                   (16) 

       
The high blood sugar correction factor is calculated using 

the “1800” rule by the following formula: 
1800

 Correction Factor
TDID

                              (17) 

  where TDID is the total daily insulin dose.  
 

3.5 Carbohydrates Prediction from the Meals 

The experiment will then be repeated for the entire day, with 
varying meal start times, maximum meal sizes, and delays. 
The projected rise in glucose content G’ after meal 
consumption is compared to the observed glucose G’’. The 
rate of glucose production at time t is related to the rate of 
carbohydrate consumption during the meal. 

If Mst is the meal's start time, Met is the meal's finish time, 
Mcg is the meal's carbohydrate content in grams, and Md is the 
meal's duration, then M=[ Mst, Met, Mcg, Md]. The maximum 
meal duration is Mm, and the maximum meal size is Mmax; d is 
the maximum delay between the meal ingestion and the 
divergence of blood glucose into the circulation. 

 
G’(t) α y’(t)     (18) 

   ' '
' ' '' 'G t t G t t                                      (19)    

 

2
( ) ( )t

p o

euc
i st

G i G i
d

t M




                                  (20)     

Carbohydrate level at time t is measured by: 

'

1

( ) ( ) ( 1) ..... ( 1)
n

euc euc euc
t

y t d t d t d t n


       (21) 

Using this formula, calculate the carbohydrate coverage 
insulin dose by:       

'

 

( )

    1   CHO CHO in grams inclined by unit of insulin

y t
I   (22) 

 
    Where, “CHO in grams inclined by 1 unit of insulin” differs 
based on the total daily insulin dose per day. 
For example, if you eat 50 grams of carbohydrates for the 
breakfast, then the CHO insulin dose is calculated by: 50/10=5 
units. This means you need 5 units of insulin to maintain the 
blood glucose level due to carbohydrate inclination. 
 
Total Insulin Dose Ti= Ih+ ICHO                                    (23)    
 

Where ICHO is the CHO insulin dose and Ih is the Insulin 
dose for high blood glucose. 

 
3.6 Continuous Glucose Monitoring (CGM) and Energy 
Consumption Due to Physical Activities 

Maintaining glycemic imbalance during and after physical 
activity usually necessitates additional carbohydrate intake 
and/or insulin cuts. If the physical activity duration is greater 
than 30 to 60 minutes then 10 to 15grams of carbohydrates 
must be consumed to prevent hypoglycemia. 

For the entire study participants were allowed to participate 
in physical activity, with examples including running, fitness 
center, and walking. 

Energy spent due to physical activities is measured by: 

' 1
( ) ( 1) ... ( 1)

( ) *100%

n

t
py t py t py t n

py t
n


     

    (24) 

   The total insulin control action is based on:  

  ' ' '

1

( 1) ( ) ( ) ( ) ( )n

t

K IS t t c t py t e t
IS GR

CF




    
       (25)    

Where Kn is the Kalman gain 
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The equation you provided, Energy Consumption = Power 
x Time, is accurate. To determine the overall energy usage, 
one must multiply the power consumption of the system by the 
duration of its operation.   This formula is widely used to 
calculate energy consumption. Need to guarantee the system's 
autonomy and maximise its utilisation time. The choice of 
energy system might be diverse. Low-power and energy-
efficient systems are generally sought for medical devices, 
particularly those designed for wear or implantation. This may 
entail the utilisation of batteries, energy harvesting 
methodologies (such as solar cells or motion harvesting), or 
even rechargeable systems, contingent upon the specific 
application.  The specific energy system would rely on the 
power requirements of your gadgets and the required 
operational period between charging or maintenance. 

3.7   Metrics to Evaluate the Prediction Model 

The model's prediction capability was computed on the full 
test dataset on hypoglycemia extremes (<70 mg/dl) and 
hyperglycaemic extremes (>180 mg/dl) cases and the mean 
absolute difference (MAD) is computed using 
Absolute Difference, 

A(t)=  
ሺCGMሺtሻpredictെ CGMሺtሻactualሻ

CGMሺtሻactual
 (26) 

Mean Absolute Difference MAD(t)=
Aሺtሻ

N
     (27) 

CGM(t)predict is the model’s predicted glucose value at 
time t, and CGMactual(t) is the actual CGM data value at 
time t. N is the number of data points in the dataset. 
Concerning the measured value, relative-absolute change 
RAC calculates the normalized absolute error between 
measurement and prediction. 

'

*100%i

i

y y
RAC

y


  (28)                                                                                                      

The metric used to assess glucose prediction is temporal 
gain (TG), which represents the amount of average time 
gained for early identification of a probable 
hypo/hyperglycemia event using the model. 
Temporal Gain(TG)=(n-Delay)*s(t) 

 
' 2

0,1
1

1
 ( )

n l

ik
i

D
l

a argy mie n y y
n

l





 
  

        (29)  

where n is the number of samples in the dataset, s(t) is the 
sampling time 

4. EXPERIMENTS AND RESULTS

In our simulations, to find how the meals affect glucose
concentrations, we use the simulator's 2-day scenario, which 
mimics each virtual subject's blood glucose variation for 24 
hours, commencing at midnight and ending at midnight, with 
a breakfast of 50 g of carbohydrate delivered at 7 a.m., 75 g 
lunch at noon, 7 g snack at 4 p.m., and 50 g for dinner at 8 p.m. 
We conducted our experiments with 25 virtual patients with a 
mix of all age categories. The simulator's default sample time 
is one minute, but we have set the 5-minute sampling time. 
Overall, the proposed models are good at predicting normal 
(>70 and 180 mg/dl), hypoglycemic (<70 mg/dl), and 
hyperglycaemic (180 mg/dl) blood sugar levels. The entire 25-
patient dataset consists of 21,400 glucose values, with 2640 
CGM values of 70 mg/dl accounting for approximately 12.3% 
of the dataset and 7561 CGM values of 180 mg/dl accounting 
for approximately 35.33 percent of the dataset, and 11199 CG 
values accounting for approximately 35.33 percent of the 
dataset.  

Table 1. Simulation Parameter 

Parameters Values
Sensors Near-Infrared Spectroscopy, MPS-2000, 

Maxim’s MAX30100, INA219 
Network Protocol TCP, MQTT 

Controller Arduino
Tools Visual framework.

The simulation parameter has been shown in table 1. The 
proposed method has been evaluated for its efficiency of 
multiple parameters based on various simulation conditions. 
The proposed IoT-enabled diabetic patient's health monitoring 
(IoT-DPHM) methods simulation results are as follows and 
compared to existing Lightweight Secure IoT (LS-IoT), 
Portable Short Range Wireless Technology (PSRWT) method. 

Figure 2. Experimental results (a) Data validation accuracy, (b) 
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Figure 3. Failure rate, (c) packet delivery ratio, (d) 

Figure 4. Throughout (e) end to end delay and (f) ROC curve 

Figure 2(a) compares the existing methods PSRWT and LS-
IoT and the proposed method IoT-DPHM method data 
validation analysis in the IoT network. This proposed IoT-
DPHM analysis of the data validation has provided a higher 
performance compared to the existing method. The data 
prediction failure analysis is challenging to evaluate fault data 
in this network environment. This proposed failure rate 
analysis is compared with the existing method which is 
shown in Figure 2 (b). The analysis of proposed IoT-
DPHM results shows that the proposed method records an 
11.5% or less failure rate compared to other methods, 
and the existing PSRWT and LS-IoT methods have a higher 
failure rate. Figure 2(c) represents the packet delivery rate 
of those initially proposed works. It suggests that the 
proposed IoT-DPHM is more efficient in data delivery than 
allPSRWT and LS-IoT. The proposed IoT-enabled diabetic 
patient's health monitoring (IoT-DPHM) method used Low-
Power and Lossy Routing (LPLR) with 6LoWPAN 
transmitting the data using the IPV6 address. It achieves 
greater packet distribution over a sensor network. The 
throughput performance produced by PSRWT and LS-IoT 
and LPLR-6LoWPAN protocols has been presented in 
Figure 2 (d), where they have produced higher throughput 
with the normalized value of 498kbps. Figure 2(e) shows the 
comparison of delay performance of the proposed method 
LPLR-6LoWPAN, PSRWT, and LS-IoT. In this result, 
the proposed LPLR-6LoWPANmethod provides an 
18.2*102ms, and PSRWT provides 38*102ms average time 
delay performance. The ROC curve is presented in Figure 
2(f). 

5. CONCLUSIONS

The proposed work developed a closed-loop control system
that combines continuous glucose, carbohydrates, and 
physiological variable readings to regulate glucose levels to 
treat hyperglycemia and prevent hypoglycemia, as well as a 
hypoglycemia early alarm module. We have used an extended 
Kalman filter (EKF) to estimate the time-varying coefficients 
of type 1 diabetic patient's glucose level using a 4-variate time 
series of glucose level, insulin dose, physical activities, and 
meal intake. We conducted our experiments with 25 virtual 
patients with a mix of all age categories. The simulator's 
default sample time is one minute, but we have set the 5-
minute sampling time. Overall, the proposed models are good 
at predicting normal (>70 and 180 mg/dl), hypoglycaemic 
(<70 mg/dl), and hyperglycaemic (180 mg/dl)  
blood sugar levels. The Cluster-based Time Series Edge 
Routing for 6LoWPAN is used to collect the data from sensing 
devices. Low-Power and Lossy Routing (LPLR) with 
6LoWPAN have been used to increase the transmission 
coverage by using an IPV6 modified protocol. 
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