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Melanoma skin cancer is primarily characterized by poor prognostic responses. Surgical 

treatment can achieve advanced cure rate with early melanoma detection. Manual 

segmentation of suspected lesions aids early melanoma diagnosis. However, the limitations 

of manual segmentation include low efficiency and a risk of misclassification. Deep 

learning, due to its proficiency in image object classification, has gained popularity and is 

usually used in medical specialties such as ophthalmology, dermatology, and radiology. This 

paper proposes a deep learning method using a novel light weight convolutional neural 

networks (LWCNN) and transfer learning techniques (GoogleNet, ResNet-18 & MobilNet-

v2). These are used to train datasets and features enhancement of skin scan gathered from 

Kaggle, aiming to distinguish them into two groups: Melanoma and Non-Melanoma cells. 

By employing these techniques, new datasets with robust features are produced. All CNN 

models have been tested in two experiments. In firestone, model was tested solely with 

original datasets and achieved 97.30%, 88.43%, and 48.28% for AC-Training, AC-Testing, 

and Time (min) respectively. In second experiment, we used the dataset after enhancing the 

features of skin scan images, which resulted in 99.18%, 91.05%, and 22.54% for AC-

Training, AC-Testing, and Time (min) respectively. According to experimental results, the 

proposed approach provides higher accuracy results for enhanced images than original 

images, demonstrating its potential in skin cancer classification. 
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1. INTRODUCTION

Cancer is a term broadly used to define a range of diseases 

that can affect any part of the human body. Essentially, cancer 

is described by the abnormal growth of cells that invade 

neighboring cells and distributed to other body organs—a 

process known as metastasis. This spread can result in death, 

making cancer the second leading cause of deaths worldwide. 

Approximately 9.6 million people, or one in six deaths, are 

caused by cancer annually [1]. 

One of the most familiar and deadly kinds of cancer is skin 

cancer. Number of skin cancer cases dramatically escalating 

global. Failure to skin cancer diagnose in its early stages can 

lead to the spread of the disease to other body parts, known as 

metastasis, which significantly increases the risk of mortality. 

However, it can be treated if detected early, making timely and 

accurate diagnosis a critical research area. Different machine 

learning approaches have been used in computer-aided 

diagnosis to detect skin cancer and classify its malignancy [2]. 

The modem techniques of artificial intelligence present a 

hopeful solution to the challenge of delivering excellence 

healthcare to patients in regions with restricted access to 

trained dermatologists. Important advancements have been 

made in advance of automated applications for skin lesions 

classification from digital images [3]. 

Using a diverse dataset containing thousands of images 

representing both benign and malignant cases to train neural 

network, the model can acquire an understanding complex 

relationship within the data. This empowers the model to 

accurately classify new images as either benign or malignant. 

Automating this process not only enhance efficiency by 

minimizing false positives and negatives but also saves 

valuable time that can be redirected towards more productive 

endeavors. Our model could be particularly beneficial in 

locations that lack access to expert doctors [4]. 

In image classification, deep Learning is considered as 

powerful tools necessary for effective and accurate image 

classification. Its structure and process like the human brain, 
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with neurons firing across the brain, information processing, 

data classifying, creation inferences, and making results. Deep 

Learning structure involves a stack of layers collectively 

referred to as a neural network that works like neurons in a 

brain, patterns identifying, and making predictions [5]. 

Neural networks, particularly CNNs are extensively used in 

image analysis in different fields. In the realm of medical 

applications, CNNs have got significant popularity in machine 

learning. To enhance the precision of identifying melanoma 

skin lesions, an automated decision framework is proposed, 

which integrates multiple machine learning approaches. This 

comprehensive framework leverages the power of neural 

networks and other methodologies to achieve accurate 

detection of melanoma with best precision [6]. Deep learning 

models have gained prominence in many fields due to their 

exceptional performance. The medical field is one such area 

where they have been utilized in diagnosis or treatment 

procedures [7]. 

One of the main challenges in computer-aided diagnosis is 

differentiating the lesion from the nearby healthy skin. An 

increasing number of researchers are currently investigating 

deep learning with expectations that they will soon achieve a 

performance comparable to that of dermatologists, using 

dermoscopic images [8]. 

Addressing these limitations, we present a new framework 

to focusing the challenges associated with reliable melanoma 

diagnosis. It is important to highlight that this paper makes 

contribution as it presents deep CNN-based framework to 

improve the accuracy of melanoma detection. 

 

 

2. RELATED WORK 

 

Transfer learning is powerful tools employed when there is 

insufficient data to make a model. Instead. It utilizes the 

insights extracted from a substantial volume of previously 

known data to analyze the newly acquired data. The authors 

[9] investigated effectiveness of three cutting-edge pre-trained 

(CNN) architectures as feature extractors, in combination with 

four classifiers of machine learning, for skin lesion 

classification. They indicated that the combination of 

DenseNet201 as the feature extractor and Cubic SVM as the 

classifier yielded the highest accuracy results. For an accurate 

diagnosis, Computer-Aided Diagnosis (CAD) systems offer 

computer-generated analysis to assist radiologists, aiming to 

increase diagnostic accuracy and decrease the image reading 

time. The CAD method for early detection is also being 

examined. It is utilized for different types of tumor images, 

such as dermoscopy, MRI, mammograms, and radiography. 

The CAD system used in medical imaging incorporates five 

key stages ranging from image acquisition to classification, 

encompassing data acquisition, preprocessing, segmentation, 

feature extraction and selection, and finally, classification [10]. 

The authors [11] indicated that integration of image detection 

techniques and computer classification capabilities has the 

potential to significantly for skin cancer detection with 

improvement the accuracy rate. 

The authors [12] presented a deep learning-based approach 

that tackles the limitations associated with automatic 

melanoma lesion detection. The proposed method utilizes an 

enhanced encoder-decoder network architecture, where 

encoder and decoder sub-networks are interconnected via 

avoid pathways. This design assists efficient learning and 

feature extraction by bridging the semantic gap between the 

encoder and decoder feature maps. 

The system incorporates a multi-stage and multi-scale 

approach, allowing for robust analysis of melanoma lesions at 

different levels of detail. The pixel-wise classification of 

melanoma lesions is accomplished using a softmax classifier. 

The presented method called Lesion-classifier leverages the 

results obtained from pixel-wise classification to classify skin 

lesions into melanoma and non-melanoma categories. In the 

study [13] the process begins by segmenting skin lesions from 

original images using a dedicated segmentation network. 

Segmented lesions are then resized to a fixed size for further 

analysis. To classify dermoscopy images, five classification 

networks with SE (Squeeze-and-Excitation) blocks are 

employed. Subsequently, a convolutional neural network is 

constructed to ensemble the results obtained from the five 

classification networks which have demonstrated excellent 

performance in various image classification tasks. By 

leveraging this ensemble approach and incorporating these 

high-performing networks, the proposed method achieved 

accurate and reliable classification of dermoscopy images for 

skin lesion analysis. 

In the study [14] system begins by initializing the LeNet-5 

architecture and commences training the network for a 

specified number of epochs, as determined by the user. 

Throughout the training process, the network generates 

probability values for the two classification classes. The model 

assigns the predicted classification class based on the class 

with the highest probability value. The training results are then 

saved as a model file. The experimental findings demonstrate 

that the accuracy of classifying melanoma cancer images is 

influenced by the quantity of training data and the number of 

epochs utilized during the training process. The study [15] 

indicated that CNN methods, pooling layers are commonly 

inserted at regular intervals after several convolutional layers. 

The pooling layer offers several advantages, such as gradually 

reducing the size of the feature map's output volume, which 

aids in mitigating overfitting. This reduction in data is 

achieved through either max-pooling, which chooses 

maximum value, or mean pooling, which calculates the 

average value. Hyperparameters, which are parameters with 

fixed values throughout the model training process, play vital 

role in influencing the performance of the training. These 

hyperparameters, such as the size of the pooling window or the 

stride, determine the behavior of the pooling layer and can 

impact the overall training performance of the model. 

Selecting appropriate values for these hyperparameters is 

essential to achieve optimal results in the training process. In 

the system proposed in the study [16], there are three 

fundamental elements. Firstly, a concurrent layer of 

convolution, activation, and max-Pooling is used. After this, 

parallel layers are connected at the function level. 

Subsequently, the flattened features have “Multi-Layer 

Perceptrons” (MLP) at two levels, but at each layer the number 

of neurons that drops must be selected using an alteration to 

prevent overfitting. Finally, the task of classification is 

performed by the final layer, which includes a softmax layer. 

A CNN architecture consisting of 25 layers, with 5 of these 

being convolutional layers, is proposed in the study [17]. 

Sequentially following each layer in the model, there is a 

sequence of layers. The proposed method combines the 

extracted features from the (CNN) architecture with a (SVM) 

classifier with acceptable accuracy. 

In the study [18], a high-level model fusing fuzzy-based 

GrabCut and (GC-SCNN) was implemented for image 
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training. Lesion classification and feature extraction were 

executed across a multitude of publicly accessible datasets. 

The model and support vector machines (SVM) were deployed 

subsequent to the segmentation phase. The stacked CNN 

approach was leveraged to extract pertinent features from the 

segmented image. This approach facilitated the learning of 

nonlinear discriminative features from dermoscopy scans 

across various levels. 

In the study [19], descriptive features were extracted from 

images using a pretrained classification network. These 

networks were trained using a large-scale visual recognition 

challenge, harnessing over a million images, subsequently 

categorizing them into diverse classes such as animals, cars, 

buses, tea, and cups, among others. The ResNet-50 pretrained 

network, endowed with 50 deep layers, classified the 

corresponding database images into a staggering 1,000 object 

categories. A noteworthy property of this pretrained network 

is its depth, defined as the path from the input to the output 

layer, comprising a substantial number of fully connected or 

convolutional layers.  

For lesion segmentation, the study in the study [20] 

harnessed morphological snakes, which represent different 

averages. The utility of MorphACWE lies in its ability to 

distinguish between averages within and outside the regions of 

the object to be segmented. Additionally, MorphACWE does 

not necessitate the explicit definition of the contour of the skin 

lesion. The search area for the lesion was minimized to 

expedite the process while retaining relevance. In the study 

[21], EfficientNet was proposed as a novel method to bolster 

the accuracy and efficiency of CNN. This was achieved by 

uniformly scaling all dimensions of the network, i.e., depth, 

width, and resolution, while concurrently downscaling the 

model. Typically, convNets scale down or up by adjusting 

either the network depth, width, or resolution. However, while 

scaling a single dimension of the network can enhance 

accuracy, it has been observed that for larger models, the 

accuracy tends to decline. In order to optimize accuracy and 

efficiency, it is crucial to uniformly scale all dimensions of the 

network, namely width, depth, and resolution. 

In the study [22], an innovative automated classification 

method is introduced for cutaneous lesions in digital 

dermatoscopic images, specifically targeting the detection of 

melanoma. The method is founded on two fundamental stages. 

The first involves cropping a bounding box around the skin 

lesion within the input image, achieved through the application 

of Mask R-CNN. The following stage involves the 

classification using ResNet152. 

The study in the study [23] outlines the development of a 

fully automated approach for the detection and classification 

of skin lesions, leveraging machine learning and bespoke 

convolutional neural networks. The proposed methodology 

primarily focuses on pre-processing and classification. The 

HAM10000 dataset, a standard in the field comprising 10,015 

skin lesion images distributed across seven categories, serves 

as the foundation for the proposed work. 

In a groundbreaking approach outlined in the study [24], 

new methods are employed that obviate the need for feature 

extraction or segmentation – the separation of lesions from the 

remainder of the image. These tasks are automatically 

managed by the intricate layers and operations within the deep 

learning model. This approach supplants ad hoc CNN designs 

with pretrained, meticulously crafted, and rigorously tested 

models.  
 

 

3. METHODOLOGY 
 

In this paper, three phases are utilized as a methodology: 

obtaining the dataset, preprocessing data and (feature 

extraction & classification). The steps of methodology are 

presented in detail in Figure 1. Where the implemented 

framework for CNNs-based skin image classifiers is executed 

by MATLAB.  

 

 
 

Figure 1. Methodology overview 

 

The skin images dataset was acquired from Kaggle [25], it 

is dataset including two classes (Melanoma and Non-

melanoma), each class has the same number of images. In the 

source dataset, classes are divided into three folders (train_sep, 

test, valid) because the dataset was trained using python. In 

this study, we combined all these folders into one folder using 

MATLAB as in Table 1. 

 

Table 1. Characteristics of the dataset [25] 

 
Types Train_Sep Test Valid Sum 

Melanoma 

Nonmelanoma 

5341 

5341 

1781 

1781 

1781 

1781 

8903 

8903 

 

In the dataset, 80% of images are utilized to train the model 

and 20% are used for validation. The training process is 

performed on three levels to reduce the number of used 

resources. 

In this paper, we provide a sufficient number of databases 

to overcome the disadvantages of extracting features and 

obtaining high resolution. To perform that, we used two 

experiments. In the first experiment, realization for all datasets 

is executed from original size to 224×224×3 to be performed 

using CNNs proposed models. Next, we divided each class of 

dataset into 80% for training and 20% for testing. Finally, the 

training dataset is fed to four models (our model (LWNet), 

GoogleNet, ResNet-18 and MobilNet-v2) to be trained. In the 
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second experiment, we utilized image enhancement 

techniques to improve quality of the input images. The 

techniques including image enhancement approach. 

 

3.1 CNN models 

 

In this paper, we used two types of DCNNs models pre-

trained and LWNet deep neural networks models to compare 

accuracy of our model. Moreover, the proposed classifiers 

systems be intended for low complexity devices. Therefore, 

1000 layers are reduced to 2 layers only for all DCNNs. In 

pretrained deep neural networks, we utilize an image 

classification network that has previously been trained to 

extract useful characteristics from real-world images for 

learning a new task. A database in the study [26] is used to 

train the bulk of the pre-trained networks [27]. These networks 

can categorize photographs into 1,000 different item 

categories, including keyboards, coffee cups, pencils, and 

several animals.  

GoogleNet from Google was awarded the ILSVRC 2014 

competition's victor. A top-5 error rate of 6.67% was attained. 

The challenge's organizers were now required to assess this 

performance, which was very nearly on par with that of a 

person. It turns out that in order to surpass GoogleNets 

accuracy, this was actually rather challenging and required 

some human instruction. CNN of 22 layers deep is called 

GoogleNet. The network may be loaded in a pretrained state 

that has been trained on either the Places365 [27] or ImageNet 

[28] data sets. In contrast to the network trained on ImageNet, 

the Places365 network classifies photos into 365 distinct 

location types, including field, park, runway, and lobby. For a 

variety of images, GoogleNet has picked up several feature 

representations. The input picture size for each of the 

pretrained networks is 224 by 224. 

ResNet-18 that uses skip connections or short-cuts that 

passes through some layers. In ResNet-18, a residual building 

block is the main structure. It consists of 71 layers and 78 

connections in 8 residual building blocks [29, 30]. The 

convolutional layer is omitted using a form of shortcut [31]. 

The rectified linear unit (ReLU) activation function may be 

used to directly add the input and output vectors after the 

convolutional layer [32]. A ResNet-18 model was introduced 

in 2015 [33]. Moreover, it has structures like the brain’s 

cerebral cortex [34].  

MobileNetV2 has 53blayers deep, requiring 3.5 million 

operations and a parameter size of 13 MB [35]. An 

improvement on MobileNet and MobileNetV1, which were 

designed for embedded applications, is MobileNetV2. A little 

accuracy loss that occurs with simplicity is looked into. 

ImageNet has evaluated the performance of both designs, and 

they are both capable of classifying photos into up to 1000 

different object categories. 

 

3.2 Proposed model (LWNet) 

 

LWNet model adheres to CNNs' fundamental design. It 

might often take months to train a convolution network from 

start because it's a difficult task [36, 37]. Therefore, it would 

be preferable to train the suggested deep learning technique 

using a pre-trained classifier rather than creating a new deep 

learning classifier from start. Four models (GoogleNet, 

ResNet-18, and MobilNet-v2) served as the basis for this 

analysis. 

In this model, we used five hidden layers. Each layer 

contains additional layers (batch normalization, leaky Relu, 

max-pooling layers, to address weights scattering and take 

important features from images. The Convolution Neural 

Network involving these parts of layers is shown in Figure 2 

and its details are presented in Table 2. 
 

Table 2. Details of the proposed LWNet model 

 

Name of Layer Decimation 
# of 

Filter 
Padding Stride 

Input 224 224 3    

Conv1 3 3 8 same  

batch 

normalization 
    

leaky Relu 0.01    

max-pooling 2 2   2 2 

Conv2 3 3 16 same  

batch 

normalization 
    

leaky Relu 0.01    

max-pooling 2 2   2 2 

Conv3 3 3 32 same  

batch 

normalization 
    

leaky Relu 0.01    

max-pooling 2 2   2 2 

Conv4 3 3 16 same  

batch 

normalization 
    

leaky Relu 0.01    

max-pooling 2 2   2 2 

Conv5 3 3 8 same  

batch 

normalization 
    

leaky Relu 0.01    

max-pooling 2 2   2 2 

Full Connect 2    

Softmax 2    

Classification Melanoma and Non-Melanoma 

 

 
 

Figure 2. LWNet CNN architecture 
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Transfer learning is used in the proposed classifier's CNN 

model to increase learning effectiveness [38-41]. Transfer 

learning is the process of transferring and reusing knowledge 

acquired while resolving one problem to address another. Two 

components must be made in order to execute transfer learning: 

• Network architecture that representing as an array of 

layers. This is made by pre-existing network modification such 

as some types of transfer learning (GoogleNet, ResNet-18 & 

MobilNet-v2) and a new Light Wight Convolutional Neural 

Networks (LWCNNs). 

• Dataset (Skin Images) with known labels to be utilize as 

training data.  

The train network function takes these two components as 

inputs and outputs the trained network. 

 

 

4. EXPERIMENTS RESULTS 

 

The training and testing outcomes of CNNs models are 

covered. 7,122 skin scan images from the training dataset are 

retrieved for proposed classifier, with 1,780 skin scan images 

coming from two classes. Ten epochs are used in all CNNs 

models. Thus, there are 445 iterations of each epoch and 4450 

total iterations. The performance details of the results for the 

experiment (1) and experiment (2) are shown in Tables 3 and 

4 and Figures 3-10 respectively.  

The accuracy and loss are shown in Figures 5 and 6 when 

the training progresses to experiments -1 and -2, respectively. 

As the training progresses, accuracy tends to increase until it 

reaches a saturation point, where minor fluctuations in 

accuracy occur. On the other hand, loss decreases until it 

reaches a specific saturation point, indicating a diminishing 

improvement in model performance. In essence, accuracy 

reflects the level of success or performance of the model, while 

loss measures the degree of error or failure of the model. A 

good model often has great accuracy and low noise. 

A confusion matrix from the training and validation datasets 

displays how well the model can predict the class that is 

utilized in supervised learning. The proposed model predicts 

the classes of the validation test data for each of the two classes. 

The predictions for each class are displayed in the columns of 

a matrix, while the actual occurrences of each class are 

represented in the rows. Figures 3-10 show the accuracy and 

loss of the training for all experimental models. The 

performance metrics used in this research encompass the 

commonly utilized measures indicated in Eqs. (1)-(5) namely 

accuracy, sensitivity, specificity, and precision as detailed in 

references [42, 43] and it shown in the Tables 5-12 for all 

experimental models. 

 

Table 3. Comparison of models in experiment (1) 

 

Models 
Ac-

Train 

Ac-

Test 

Time 

(min) 

# of 

Epoch 

LWNet 97.30 88.43 48.28 10 

GoogleNet 96.22 92.95 155.20 10 

ResNet-18 96.61 93.82 323.17 10 

MobilNet-

v2 
96.32 86.74 49.55 10 

 

Table 4. Comparison of models in experiment (2) 

 

Models 
Ac-

Train 

Ac-

Test 

Time 

(min) 

# of 

Epoch 

LWNet 99.18 91.05 22.54 10 

GoogleNet 98.00 95.45 90.27 10 

ResNet-18 97.15 95.10 194.38 10 

MobilNet-

v2 
97.81 89.44 50.22 10 

 

 
 

Figure 3. LWNet in experiment (1) accuracy and training loss  

217



 

 
 

Figure 4. GoogleNet in experiment (1) accuracy and training loss 

 

 
 

Figure 5. ResNet-18 in experiment (1) accuracy and training loss 
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Figure 6. MobilNet-v2 in experiment (1) accuracy and training loss 

 

 
 

Figure 7. Our model (LWNet) in experiment (2) accuracy and training loss 
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Figure 8. GoogleNet in experiment (2) accuracy and training loss 

 

 
 

Figure 9. ResNet-18 in experiment (2) accuracy and training loss 
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Figure 10. ResNet-18 in experiment (2) accuracy and training loss 

 

Accuracy =
𝑇 𝑁 +  𝑇 𝑃

𝑇 𝑃 +  𝐹 𝑃 +  𝑇 𝑁 +  𝐹 𝑁
 (1) 

 

Sensitivity =
𝑇 𝑃

𝑇 𝑃 +  𝐹 𝑁
 (2) 

 

Specificity =
𝑇 𝑁

𝑇 𝑁 +  𝐹 𝑃
 (3) 

 

Precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒  =  
2 (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (5) 

 

Table 5. Results of LWNet in experiment-1 [Accuray – 

(AC), Precision (PR), Sensitivity (Sen), Specificity (SP) and 

F_measure (F_meas.) 

 
Class AC PR Sen SP F_meas. 

Melanoma 97 96 99 96 97 

Non-Melanoma 97 99 96 99 97 

 

Table 6. Results of GoogleNet in experiment-1 

 
Class AC PR Sen SP F_meas. 

Melanoma 97 97 96 97 97 

Non-Melanoma 97 96 97 96 97 

 

 

 

 

Table 7. Results of ResNet-18 in experiment-1 

 
Class AC PR Sen SP F_meas. 

Melanoma 96 97 95 97 96 

Non-Melanoma 96 95 97 95 96 

 

Table 8. Results of MobilNet-v2 in experiment-1 

 
Class AC PR Sen SP F_meas. 

Melanoma 96 93 100 93 96 

Non-Melanoma 96 100 93 100 96 

 

Table 9. Results of LWNet in experiment-2 

 
Class AC PR Sen SP F_meas. 

Melanoma 99 99 99 99 99 

Non-Melanoma 99 99 96 99 99 

 

Table 10. Results of GoogleNet in experiment-2 

 
Class AC PR Sen SP F_meas. 

Melanoma 98 97 99 97 98 

Non-Melanoma 98 99 97 99 98 

 

Table 11. Results of ResNet-18 in experiment-2 

 
Class AC PR Sen SP F_meas. 

Melanoma 97 98 96 98 97 

Non-Melanoma 97 96 98 96 97 
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Table 12. Results of MobilNet-v2 in experiment-2 

 
Class AC PR Sen SP F_meas. 

Melanoma 98 97 98 97 98 

Non-Melanoma 98 98 97 98 98 

 

 

5. CONCLUSIONS 

 

Deep learning has gained immense popularity in the field of 

medicine, particularly in areas such as ophthalmology, 

dermatology, and radiology. In this research work, we 

presented a novel framework to classify melanoma skin cancer 

by utilizing LWCNN. A well-known model GoogleNet, 

ResNet-18, and MobilNet-v2 have been used to validate our 

results. In our experiment, we utilized a two-stage approaches. 

The first stage involved using the original datasets, while the 

second stage involved using the dataset after enhancing the 

features of skin scan images. Experiment results induced that 

the second stage achieved better accuracy, demonstrating that 

preprocessing of skin scans dataset plays a crucial role in 

enhancing the classification output. In conclusion, our work 

highlights the importance of preprocessing techniques in skin 

scan analysis, which can ultimately assist medical 

professionals in the early detection of melanoma. As for future 

research, we are exploring more effective techniques and ways 

to speed up data analysis execution to further enhancement our 

classification accuracy. This would be incredibly valuable in 

assisting medical professionals in the early detection of 

melanoma. 
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