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The widespread adoption of Internet of Things devices has led to a significant rise in 

security concerns. Attackers can exploit the vulnerability of centralized control in software-

defined networks (SDN) through distributed denial of service (DDoS) attacks on these 

networks. The concentration of control within a network introduces novel vulnerabilities 

and potential avenues for attacks. The present strategies employed for mitigating DDoS 

attacks face challenges arising from their constrained adaptability, inadequate allocation of 

resources, and reduced flexibility. The developing technology of blockchain offers a robust 

solution for cost-effective, optimized, and adaptable mitigation of inter and intra-domain 

SDN against DDoS attacks. This work utilizes the Hyperledger Fabric platform, a 

permissioned blockchain, to examine the detection of DDoS attacks using the entropy 

approach. The IP addresses of the victims are compiled into a blacklist, which is 

subsequently disseminated as transactions to generate a ledger of the blockchain over the 

network. Employing this method makes it unnecessary to obstruct the victim's ports. Two 

scenarios, namely, single and linear, have been employed to represent intradomain topology 

and one scenario for interdomain in the context of multicontroller environments. The 

experiment investigates the effects of two attack types, single attack and multi-attacker, 

across three different circumstances. The findings indicate that the duration of mitigation 

was decreased, demonstrating the efficacy of enhancing the overall network security with 

increased flexibility. This approach has promise for countering DDoS attacks. This work 

advances by using a permissioned network with an SDN to mitigate DDOS attacks and 

using drop packets rather than block ports. Using HLF makes setting various configurations 

possible, and this act can enhance performance. Results show that mitigation time in the 

three topologies (single, liner, and multi-controller) was 30, 21, and 48, respectively, at the 

victim side, while it takes 40, 43, and 60 at the controller side. 

Keywords: 

DDoS, attack mitigation, SDN, Hyperledger 

Fabric, smart contract, inter domain, intra 

domain 

1. INTRODUCTION

A DDoS attack is an intentional and malicious endeavor to 

interrupt the regular operations of a network by inundating it 

with an excessive volume of internet traffic. These attacks can 

be launched from numerous infected devices, establishing a 

botnet that reacts to the attacker's orders to flood the target [1]. 

In the context of SDN network design, the control and data 

planes are distinct entities in networking devices. In this 

architecture, the controller has full responsibility for managing 

all decisions within SDN switches, resulting in the elimination 

of decision-making capabilities from the switches. The use of 

centralized control in the SDN network offers significant 

advantages in terms of simplified management. 

Conversely, a centralized controller brings about a single 

point of vulnerability, potentially resulting in the complete 

dysfunction of the entire network if it fails [2]. Nevertheless, 

potential attackers will perceive this as an ideal target because 

no single controller can keep track of everything on a big 

network; it is typically broken up into smaller, more 

manageable chunks called SDN. As illustrated in Figure 1, a 

separate controller has been assigned to each domain. 

OpenFlow, which is both a protocol between SDN controllers 

and switches and a specification of the logical structure of the 

network switch functionalities [3], enables the interaction 

between Controller-Switch as it would in a typical SDN 

situation. 

The issue of a single point of failure can be addressed by 

utilizing a decentralized and distributed ledger within the 

context of blockchain technology. Each node inside the 

network maintains a duplicate of the database that is kept in 

interconnected blocks arranged in chronological order, 

forming a chain of blocks. Blockchain refers to a distributed 

database structure that facilitates the storage of transactions, 

requiring consensus across all network nodes regarding the 

transactions and their sequential arrangement [4]. 

To validate transactions, blockchain networks rely on 

consensus procedures. Consensus across several nodes 

improves network security by requiring agreement from most 

participants. While blockchain technology has numerous 
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cybersecurity benefits, it should be noted that it is not a 

panacea. Security concerns should remain thorough, and best 

practices such as frequent security audits, network monitoring, 

and adherence to established cybersecurity policies should be 

included. Integrating blockchain with existing cybersecurity 

measures allows for a multi-tiered approach to developing 

secure and resilient systems [5].  

The classification is established based on the node's 

capacity to access or append a novel block within the network. 

These platforms have similarities, but their variances may 

impair their security capabilities. Many permissionless 

blockchain platforms use the computationally demanding 

proof of work (PoW) consensus process, which is deemed 

inappropriate for high-volume transaction applications. In a 

permissionless platform, nodes can join networks without 

permission, but reading/writing ledger activities require 

additional privacy and control. These platforms are Bitcoin 

and Ethereum [6]. 

Permissioned blockchain platforms offer extra layers of 

security. The system includes an access control layer 

responsible for overseeing the permissions issued to 

authorized nodes to execute specific operations. The electronic 

voting system planned for the elections for the Iraq Council of 

Representatives is based on the concept of the permissioned 

HLF platform. Blockchain technology can be described as a 

decentralized and unalterable ledger that all participants in a 

given network uphold. Blockchain technology can be 

characterized as a distributed and immutable ledger that all 

participants within a network maintain. Permissioned 

blockchain platforms Various blockchain platforms, including 

Corda, Fabric, Multichain, and Quorum, have gained 

significant recognition in the area. HLF, in particular, is a 

platform that leverages open-source software and deploys 

permissioned distributed ledger technology (DLT) specifically 

designed to cater to the needs of enterprise-level applications. 

The platform has unique characteristics that differentiate it 

from other commonly utilized distributed ledger platforms [7]. 

This work introduces the drop-packet technique as a means 

of mitigating DDoS attacks. It leverages HLF to develop a 

blockchain application that operates on the RYU controller 

and utilizes the OpenFlow protocol within an SDN network. 

The proposed method has exhibited its ability to effectively 

address DDoS attacks in SDN network configurations, 

including single-controller, linear-controller, and multi-

controller topologies. Two attack scenarios exist, namely, 

single and many attackers, that can be observed over three 

distinct topologies. The work was conducted utilizing Python 

programming and executed within the Mininet emulator. This 

paper is organized as follows: Section 2 shows the related 

work. Section 3 Theatrical Background of the proposed system. 

Section 4 proposed a mitigation system design with two attack 

scenarios with three topologies conducted. Finally, Section 5 

reviews the results and conclusion. 

 

 

 

Figure 1. SDN inter domain structure [3] 

2. RELATED WORK 

 

A considerable body of literature exists about detecting and 

mitigating DDoS attacks in SDN, conventional networks, and 

blockchain technologies. These publications demonstrate a 

range of strategies and objectives that are achieved through 

different approaches. Abdulkarim et al. [8] proposed DDoS 

attack detection and mitigation in the SDN data plane; the 

approach involves developing a Python-based SDN 

application that leverages the identification of malicious traffic 

abnormalities to minimize the interference caused by normal 

traffic. The evaluation findings indicate that the time required 

for detection and mitigation falls within 100 to 150 seconds. 

Mohsin and Hamad [9] The suggested approach involves 

computing the entropy of IP addresses in the destination 

network traffic to identify the attack promptly. The suggested 

method effectively identified DDoS attacks in three SDN 

network topologies, namely, single, linear, and multi-

controller topologies and the mitigation process-based block 

port is equal to 120 seconds. Al'aziz et al. [10] recommended 

using the SNORT IPS blockchain to distribute blacklisted IP 

lists. The smart contract stores the attack source or banned IP 

information. The program sends and retrieves attack sources 

or blacklisted IP information from the smart contract. A 

blacklisted IP's expiration time can be set. The overall number 

of attacking packets was lowered from an average of 115,578 

to 27,165. Hajizadeh et al. [11] introduced a secure platform 

that channels and verifies member access to private 

information. Smart contract-based security partnerships need 

to achieve trustworthiness. An SDN control plane that 

enforces security policies quickly, reducing cyberattack 

mitigation time. Shafi and Basit [12] presented an IoT 

software-defined DDoS botnet avoidance technique. 

Distributed ledger updates occur continuously across the 

network. It may instantly download flow rules throughout the 

SDN controller blockchain network and look for suspicious 

behaviour or traffic on an innocent network. It detects DDoS 

botnets and targets traffic. Changes to the system data plane, 

topological properties, and flow mode communication can 

indicate malicious updates. It also uses blockchain features to 

stop Internet of Things devices from being used as slaves in 

botnets. Hayat et al. [13] presented a blockchain-based 

multilevel DDoS mitigation strategy for IoT devices, a 

blockchain-based device verification technique to exclude 

illegal IoT devices. Three benchmark apps were used to assess 

the performance of the suggested framework, which was 

created using the blockchain benchmark tool Hyperledger 

Caliper. The results demonstrate that the suggested framework 

delivers up to 35% throughput improvement, up to 40% 

latency improvement, and up to 25% better CPU utilization. 

El Houda et al. [14] proposed that the framework, Co-IoT, is a 

blockchain-based solution designed to mitigate collaborative 

DDoS attacks. It leverages smart contracts, specifically 

Ethereum's smart contracts, to enable the coordination of 

attack mitigation efforts among SDN-based domains and the 

secure and efficient transfer of decentralized attack 

information. The implementation of Co-IoT is deployed on the 

Ropsten test network, the official test network for Ethereum. 

The experimental findings validate that Co-IoT demonstrates 

attributes of flexibility, efficiency, security, and cost-

effectiveness, hence establishing it as a promising approach 

for mitigating large-scale DDoS attacks.  

Bitanet et al. [15] The proposal entails an incentive-driven 

decentralized DDoS protection system, which effectively 
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enables operators to counteract attacks from sources nearby. 

This approach leverages existing network devices for 

mitigation purposes. The utilization of blockchain technology 

and smart contracts enables operators to have complete 

visibility of all accounts and ensures accurate payment 

processing. The demonstration tool computes the proportion 

of filtered attack traffic by leveraging operator involvement. It 

demonstrates that even with a 50% participation rate, one can 

achieve a filtration rate of 89.2% and a false positive rate of 

0%. Wang et al. [16] A novel approach is suggested for 

implementing a DDoS blacklist mechanism within the context 

of an IPv6-SAVI network. This proposal involves utilizing a 

smart contract to facilitate the functionality of the mechanism. 

In the SAVI environment, the credibility of DDoS source 

information discovered by the Intrusion Detection System 

(IDS) is acknowledged. This study proposes a dynamic update 

technique for managing the reputation of trustworthy 

addresses based on the detection findings and the subsequent 

formation of a blacklist. Finally, extensive tests measure the 

proposed mechanism's performance in terms of latency, 

overhead, reputation-changing accuracy, and so on. 

demonstrating that the blacklist may serve as a DDoS traffic 

filtering reference to increase DDoS mitigation capabilities. 

The study by El Houda et al. [14] is strongly aligned with 

our research as it incorporates the utilization of Ethereum's 

smart contracts within the context of SDN-based systems. Our 

research employs the utilization of Hyperledger Fabric's smart 

contract on a Software-Defined Networking (SDN) network, 

addressing all issues identified in earlier studies of a similar 

nature.  

 

 

3. HLF PLATFORM 

 

A blockchain refers to a decentralized ledger system in 

which encrypted entries, known as "blocks," are appended. 

The blockchain refers to a decentralized and unchangeable 

database ledger that securely saves transactions within blocks, 

which are connected through cryptographic hashes and 

organized chronologically. Blockchain technology operates as 

a decentralized peer-to-peer (P2P) network wherein 

individuals are uniquely identified by using private and public 

keys [17, 18]. The first block in a blockchain, commonly 

known as the "genesis block," lacks a corresponding hash 

value for any prior block. Verbalizing all blocks can be 

accomplished by tracing each block back to the Genesis block. 

A cryptographic link is established between each subsequent 

block inside the chain and its preceding block. After recording 

transaction information and data in a block, any alteration to 

this information would need the revision of all preceding 

blocks. Establishing a connection to the blockchain network 

and subsequently transmitting transactions to it is a viable 

undertaking. The Hyperledger project encompasses multiple 

open-source subprojects: Iroha, Sawtooth, Fabric, Indy, and 

Burro.  

HLF is a widely adopted open-source distributed ledger 

platform on a permissioned blockchain network [19]. HLF 

does not incorporate any form of cryptocurrency similar to that 

found in Bitcoin and Ethereum. The network access to this 

platform is restricted solely to individuals who are network 

members. The ledger embedded within the fabric consists of 

two distinct elements: a global state and a blockchain. The 

global state refers to a centralized storage system responsible 

for preserving ledger states' current values. 

Furthermore, fabric can effectively manage a versioned 

key-value store while offering support for state databases like 

CouchDB and LevelDB [20]. The present study used 

CouchDB as its chosen database management system. The 

version number of each key is incremented upon being written. 

A blockchain is composed of distinct units of transactions, 

which can be classified as either successful or failed. HLF 

facilitates the development of smart contracts using 

programming languages such as Go, Java, and Node.js.  

A chaincode is a specific form of the smart contract found 

within the fabric framework. It comprises the comprehensive 

definition of all functions invoked by a transaction. 

Endorsement policies are associated with chaincodes and 

apply to interconnected smart contracts. A channel can ensure 

the confidentiality of transactions conducted among 

participants inside a network by implementing a privacy-

preserving mechanism. Each channel is responsible for 

upholding its ledger, ensuring that the member nodes within 

that channel are the sole entities capable of accessing 

transactions and data. A fabric network comprises several 

entities associated with separate organizations, such as peer 

nodes, orderer nodes, and clients. The Membership Service 

Provider (MSP) is responsible for assigning a unique 

identification to any entity present within the network. 

Certificate Authorities (CAs) generate identities by 

establishing a cryptographic key pair comprising a public key 

and a private key, which can be employed for confirming 

identification [21].  

The execution of transactions and the maintenance of 

ledgers are the primary responsibilities of peer nodes. The 

nodes designated as orderers in a network are responsible for 

initiating the proposal of new blocks and participating in a 

consensus process to arrange all transactions efficiently. HLF 

comprises a trichotomy of ordering services. The three literary 

pieces being examined are "Solo," "Kafka," and "Raft." [22]. 

All peer nodes assume the role of committers, wherein they 

receive state updates ordered via the ordering service in the 

context of a transaction block. Moreover, these nodes are 

incumbent upon maintaining the ledger's integrity. Upon 

receiving a new block, the peer node validates transactions, 

alterations their local ledgers, and subsequently appends the 

block to the blockchain. In a distributed network, peer nodes 

can serve as endorsers by offering transaction 

recommendations. The customer simultaneously submits the 

transaction request to multiple peers to obtain endorsements 

for enhanced security. The transaction is documented and 

communicated to the party placing the order for incorporation 

into a block. Subsequently, the data is disseminated across all 

individuals inside the network to verify its accuracy and ensure 

its steadfastness [23]. 

The user has provided a numerical reference. Execute 

transactions by querying and invoking the function with the 

specified arguments. The process may entail retrieving and 

modifying data inside the state database, resulting in either a 

successful or unsuccessful outcome. The inquiry transaction 

executes the designated function and retrieves the status of the 

peer as a result. The modification of the distributed ledger is 

solely carried out by the transactions that have been triggered. 

In order to achieve successful transactions, it is important to 

execute, order, and validate. 

Figure 2 depicts the transaction flow within the HLF 

platform. The client application utilizes the fabric SDK to 

generate a transaction proposal for executing the chaincode 

function. This function is responsible for both reading and 

303



 

writing data to the ledger. The proposal is received by one or 

more endorsed peers after its signing by the client using their 

respective credentials. Then, peers verify endorsement details 

such as transaction format, duplicate, issuer signature, etc. 

Client transactions are ordered by the ordering service using a 

consensus protocol. A transaction block is established when 

the following three requirements are satisfied: block timeout, 

block size, or block max bytes. The concluding phase involves 

the process of validation, wherein each peer verifies the 

orderer's signature on the block. Initially, the orderer's 

signatures are verified by peers. Subsequently, the signatures 

are decoded, and the endorsement policy is assessed by 

employing the validation system chaincode (VSCC). This 

evaluation aims to ascertain whether an adequate number of 

endorsed peer signatures are present. Ultimately, the peer 

assesses the key version by employing the Multisession 

Chaincode. If both VSCC and MVCC validation checks are 

successful, the write sets will be written to the world state. 

However, if any of the validation checks fail, the validation 

process will be considered unsuccessful. Clients who have 

subscribed to the service can receive notifications from their 

peers regarding committed events [24]. 

Transactions in HLF are subject to endorsement policies, 

establishing the criteria for a transaction to be declared valid. 

The network may withstand DDoS attacks by enforcing tight 

endorsement policies. The HLF pluggable consensus process 

enables the adoption of DDoS-resistant algorithms. Practical 

Byzantine Fault Tolerance (PBFT) and Raft consensus 

techniques, for example, can give improved resistance to 

malevolent nodes seeking to disrupt the consensus process 

[25]. The marriage of technologies such as blockchain and 

SDN can improve network security, truthfulness, and 

efficiency. A decentralized threat intelligence platform can be 

built using blockchain. SDN nodes can communicate 

information about ongoing attacks, and consensus procedures 

can aid in the detection and mitigation of DDoS attacks [26]. 

 

 
 

Figure 2. Transaction flow of Hyperledger Fabric [19] 

 

 

4. DDOS ATTACK IN SDN 

 

SDN is a network design that offers a potential solution to 

the challenges of managing large-scale networks. The system's 

architectural design effectively separates the control plane 

from the data plane, enabling adaptable and programmable 

network administration. The process of decoupling in this 

context involves the introduction of a network object referred 

to as the controller. This controller is capable of dynamically 

modifying the rules within the switch flow table through the 

utilization of the OpenFlow protocol. The OpenFlow protocol 

is a communication interface facilitating interaction between 

the controller and switches. The centralized controller in SDN 

is a good target for attackers, but the SDN can provide a good 

defense mechanism to eliminate any attack traffic. When 

attack traffic is detected, the controller can decide to drop the 

flow by modifying the switch flow table rules [27].  

One of the prevalent threats to network security, which 

poses a significant risk to SDN, is the DDoS attack. This type 

of attack involves the deliberate inundation of a target system 

with a high volume of traffic originating from numerous 

infected servers, sometimes referred to as zombies or botnets 

(as depicted in Figure 3). A DDoS attack is a deliberately 

endeavor to exhaust the resources of a network or host by 

inundating it with an excessive volume of malicious packets, 

a technique known as flooding. The objective of such an attack 

is to render the targeted host, the victim, incapable of 

providing its intended services [28]. Therefore, SDN brings 

many benefits to network security through dynamic flow 

management that can be depended on for early detection of 

DDoS attacks and reduced resource wasting. Moreover, SDN 

makes it possible to add intelligent detection and mitigation 

algorithms [29].
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Figure 3. DDoS attack in SDN [24] 

 

 

5. MULTIPLE ATTACK SCENARIOS 

 

The system under consideration was tested using the 

Mininet emulator on the Linux platform, Ubuntu 20.04 LTS. 

The programming language employed for this purpose was 

Python 3.10.7. The study established three distinct network 

topologies and examined two attack scenarios to assess the 

impact of altering the topology on the effectiveness of 

detection and mitigation measures. Three autonomous systems, 

inter- and intra-domain, are utilized for their implementation. 

The single topology configuration comprises a singular 

controller, a solitary switch, and eight hosts. The linear 

topology configuration comprises a single controller, three 

switches, and 24 hosts. The system, referred to as "linear with 

multiple controllers," comprises two controllers, four switches, 

and 32 host topologies. The multi-controller architecture 

comprises three controllers, three switches, and 24 hosts. 

Table 1 presents the temporal durations of several attackers 

over three distinct topologies. The suggested system includes 

three distinct topologies: single controller, linear controller, 

and multi-controller. Each topology is depicted in Figure 4. 

Both single-attacker and multiple-attacker attack scenarios are 

considered for each topology. 

The first scenario starts by running an attack script (python 

code) on one host to attack the victim in the topology; this 

script runs as a DDoS attack by sending packets from spoofed 

IP addresses to the target. In the second scenario, the attack 

script runs on four hosts; first, normal traffic is launched for 

10 seconds, then the attack traffic is run one by one on four 

hosts after 10 seconds to attack the target. Single topology 

consisting of 8 hosts, one switch, and one controller, a single 

attack scenario started by running the attack script on host 1 to 

attack host 3. There was also normal traffic running on host 1. 

Controller C0 detects the attack and starts mitigation by 

dropping the packet sent to host 3.  

Hosts 1, 2, 3, and 4 sequentially attack host8 in multiple 

attacks. The controller detects and mitigates attacks and 

removes the effect of DDoS attacks.  

The linear topology contains two controllers and two 

switches with 16 hosts divided between two domains; the 

single attack started from h4 toward h11 and h1 toward h24; 

the controller of the victim domain first detects the attack and 

mitigates it; all controllers detect attacks and start mitigation. 

Also, multiple attacks are implemented, and the number of 

hosts is increased to 24 in topology using one controller and 

three switches to get different results; four hosts start attacks 

(h1, h2, h3, and h4 sequential attack h24). C0 can detect and 

mitigate attacks. Multi-controller topology contains three 

domains, each consisting of one controller, one switch, and 

eight hosts: host four attacks host 11 and host one attacks host 

24; the controller of the victim detects an attack, and all 

controllers start to drop packets to stop attacks toward victims. 

In another scenario, the multi-controller topology changed by 

decreasing the number of controllers to two controllers and 

increasing switches and hosts (four switches and 32 hosts), so 

the result changed. 

 

Table 1. Time and traffic type for topologies in multiple 

attacker scenarios 

 

No. Type of Traffic Time 

1 Normal traffic 0-10s 

2 DDoS Attacker (host1) 10-20s 

3 DDoS Attacker (host2) 20-30s 

4 DDoS Attacker (host3) 30-40s 

5 DDoS Attacker (host4) 40-60s 
 

 

 

Figure 4. Single, linear, and multicontroller topologies in a 

single attacker scenario 

 

 

6. MITIGATION PROCESSING USING HLF 

 

Figure 5 is a high-level diagram of the proposed system. 

The autonomous system is divided into three network domains: 

the source, intermediate, and destination domains. In this 

proposed system, once the detection-based entropy is activated 

and the target host (victim) has been identified, the defense 

process added to the controller will be activated. The source 

network domain is the network in which attackers start DDoS 

attacks. The destination network domain is the domain where 

the victim is hosted.   
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Figure 5. High-level architecture of the proposed system 

 

The HLF network configuration includes one organization 

with two peers and one channel; peer0 is an endorser. The 

testing and evaluation, particularly in a development or testing 

environment, can aid in improving configurations prior to 

deploying a HLF network in a production environment. 

The mitigation technique can be explained as follows: 

Step 1: Upon detection of the attack by the control plane 

(the SDN controller) within the victim's domain, measures are 

taken to mitigate distributed denial-of-service (DDoS) attacks 

occurring within such domains. 

Step 2: In the specified domain, the SDN controller's fabric 

node initiates a transaction to the smart contract of HLF to 

report any IP address deemed suspect, provided that the 

transaction has been duly allowed. 

Step 3: A smart contract automatically emits an event after 

confirming a transaction within the HLF network. Authorized 

collaborators of the cooperation contract, such as the SDN 

controller of the source and destination network domains, then 

receive this event. 

Step 4: At the end, the authorized collaborators drop a 

packet sent to the victim.  

The detection procedure begins with the packet counting 

function, extracting the destination IP from the packets-per-

second statistic and comparing this value to the threshold value 

for the normal packet rate that is determined by observing the 

behavior of the network under normal conditions. Then 

mitigation started, and the IP of the victim (destination IP) was 

reported by the first controller that detected the attack to the 

HLF network (make transactions to HLF contain the IP of the 

victim), and the process of adding the IP to the HLF network 

took ~ 60 seconds. After appending the victim's IP to the HLF 

network, the drop packet started, and a new flow rule was 

pushed from the controller into the switch's flow table to drop 

similar malicious flows. 

The mitigation process started to get the destination IP from 

the packet per second statistics and checked against the normal 

packet rate threshold calculated during the normal network 

behavior. The IP of the victim (destination IP) is reported by 

the first controller that detects an attack on the HLF network 

(makes the transaction to the blockchain contain the IP of the 

victim), and the process of adding the IP to the blockchain 

network (10-60 sec). Then, the drop packet starts when the 
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victim IP becomes into the HLD network. Fabric node refers 

to a participant in the blockchain network that maintains a 

copy of the ledger and executes transactions. The controller 

pushes the new flow rule into the switch's flow table to drop 

similar malicious flows. By dropping packets, the system can 

mitigate the impact of DDoS attacks on the network. 

Implementing packet dropping can effectively mitigate the 

impact of DDoS attacks on the network. The detection and 

mitigation process of the suggested system is illustrated in 

Figure 6. 
 

 
 

Figure 6. Detection and mitigation flowchart of proposed 

system 

 

The present work has employed entropy-based attack 

detection. The suggested approach can be elucidated through 

a two-step process. 

(1) The calculation of entropy following the generation of 

normal and attack traffic. 

(2) The determination of the appropriate threshold value for 

each topology, including single, linear, and multi-controller, is 

computed. 

The traffic is created using the scapy library in the Python 

programming language. During all experimental trials, two 

instances of scapy programs are executed simultaneously. One 

method involves creating regular network traffic, while the 

second method involves launching a malicious attack that 

floods the network with packets at a higher pace than typical 

traffic. The initiation of regular network traffic occurs from a 

certain source host, whereas the commencement of malicious 

network traffic originates from any host with falsified IP 

addresses. This malicious traffic is directed towards the target 

host, resulting in the creation of a table miss entry within the 

switch. The attack rate can be further amplified by executing 

the attack script repeatedly on numerous hosts.  

The calculation of the cumulative entropy for a window size 

of 50 packets can be determined by employing Eqs. (1) and (2). 

In order to obtain the entropy values, the network was 

executed during the testing phase. Initially, regular traffic is 

initiated in order to gather entropy values during a typical 

network activity and document the highest and lowest 

recorded values. Furthermore, the attack traffic is initiated in 

order to gather the entropy value during the attack, afterwards 

documenting both the minimum and maximum values of this 

entropy. In order to achieve accurate attack detection, it is 

necessary to select an appropriate threshold value after 

conducting various tests on the proposed topology. This is 

based on the criterion that if the entropy value is lower than 

the threshold for five consecutive instances, it is classified as 

an attack. In order to ascertain the suitable threshold, a series 

of tests were conducted to analyze the impact of attacks on 

entropy across various topology types and attack rates. The 

management of attack velocity is achieved through the 

utilization of many hosts to execute the attack.  

A series of four attackers hosts were systematically 

deployed to target a sole target with the purpose of observing 

and contrasting the impact of escalating DDoS attack intensity 

on the entropy value. In the event that a single host initiates a 

UDP flood attack, the attack can be classified as a low-rate 

attack due to the injection of a maximum of 14 additional 

packets per second. Consequently, multiple attack traffic rates 

are employed, and the entropy value is carefully checked at 

each rate. The threshold can be determined by analyzing the 

minimum entropy value observed in normal traffic and the 

maximum entropy value observed in attack traffic acquired 

during the preceding phase. Figure 7 show the Entropy 

variation and threshold selection during normal and attack 

traffic. Eq. (3) is employed for the computation of the 

threshold value, which serves as the boundary for the detection 

of attacks. Eq. (3) demonstrates the process of selecting the 

threshold in the three different topologies. Table 2 displays the 

threshold selection process based on the entropy value within 

three distinct topologies. 

 

𝑃(𝑌) =
Number of packets with Y dest.IP address 

Total No.of packets 
  (1) 

 

H(Y) = P(Y).log2
1

P(Y)
  (2) 

 

Threshold =
Min.Normal entropy+Max.attack entropy

2
  (3) 

 

Table 2. Threshold selection depending on entropy value 

 

Topology 
Normal Min 

Entropy  

Normal Max 

Entropy 
Threshold 

Single 1.16 0.9 1 

Linear 2.1 1.92 2 

Multi-

controller 
2.55 1.6 2 

 

 
(a) Single topology 
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(b) Linear topology 

 

 
(c) First controller-multi controller 

 

 
 

(d) Second controller-multi controller 

 

Figure 7. Entropy variation and threshold selection during 

normal and attack traffic 

 

 

7. RESULT 

 

In the following section a result and discussion for all 

topologies used in this work with both single and multiple 

attacks. 

7.1 Single attack scenario 

 

Results show that the mitigation process takes 30 sec. to 

drop packet of the attack in single topology at target and 

controller side 40 sec. The packet rate reached 8500 

packets/sec in the target and 90,000 in the controller. 

Figure 8 a, b and c shows the mitigation results for the linear 

topology at target side and both controller within the network 

where the attack starts from the first domain (first controller) 

to other domain (second controller). The mitigation time in the 

target was 21 sec while 43 in both controllers. It can be seen 

that when stopping the attack after the mitigation process starts, 

the DDoS attack is removed completely from the SDN 

topology and never starts again due to the use of HLF, which 

is distributed among all hosts within the network, and they will 

drop any packet targeting the IP address of the target victim. 

Figure 9 shows the mitigation results in multi-controller 

topology scheme. Three controller where used in this topology 

C0, C1 and C2. Two host attacks two victim h11 and h24. 

Figure 9 a and b show the mitigation time in target h11 was 10 

sec and 50 sec for target h24. The difference in time is due to 

the difference of victim located within the domains. Figure 9 

c,d,e show the mitigation time in the three controllers which 

was 50 sec. 

 

 
(a) Victim host (target) 

 
(b) first controller 

 
(c) second controller 

 

Figure 8. Mitigation result of linear topology 
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(a) Victim(target h11) host 

 
(b) Victim (target h24) host 

 
(c) First controller (c0) 

 
(d) Second controller (c1) 

 
(e) Third controller (c2) 

 

Figure 9. Mitigation result of multi-controller topology 
 

7.2 Multi attack scenario  

 

For linear topology the mitigation time was 48 sec and 60 

sec at the controllers side as shown in Figure 10 a and b. Figure 

11 a shows the mitigation time in target side of the multi-

controller topology which was 45 sec while Figure 11 b shows 

the mitigation time in all controllers with time 45 sec also. 

 

 

 
(a) Victim (target) host 

 

 
(b) Controller 

 

Figure 10. Mitigation result of linear topology 
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(a) Victim (target) host 

 
(b) first &second controller 

 

Figure 11. Mitigation result of multicontroller topology (a), 

(b) first & second controller 

 

 

8. CONCLUSIONS 

 

In this work, we proposed a mitigation technique against 

DDoS attacks in SDN using HLF blockchain technology. 

Using Blockchain overcomes the problem of the centralized 

nature of SDN by using a distributed ledger over the hosts of 

the network. The proposed mitigation technique shows 

significant flexibility where the victim does not need to block 

its port for a long time by eliminating suspicious packets from 

its source. Compared to El Houda et al. [14] using a 

permissioned platform rather than a permissionless one, this 

work also studied three scenarios, single, linear, and multi-

controller, with the single attacker and multi attacker. 

The developing technology of Blockchain offers a robust 

solution for cost-effective, optimized, and adaptable 

mitigation of inter and intra-domain SDN against DDoS 

attacks. This work, compared to Mohsin and Hamad [9], the 

mitigation strategy, employs the IP addresses of the victims to 

be compiled into a blocklist, which is subsequently 

disseminated as transactions to generate a ledger of the 

Blockchain over the network. By doing so, it becomes 

unnecessary to obstruct the victim's ports. 

This work can be developed by exploring other attacks to 

implement an intrusion detection system IDS mitigation using 

Blockchain, testing and evaluating new blockchain platforms, 

and increasing the number of nodes. 

The gap in such a security mechanism system using 

blockchain technology is the high computation and resources 

required to implement such an algorithm. Implementing the 

proposed system requires more evaluation and usage of 

different blockchain platforms. 
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