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Tuberculosis (TB) is a preventable and treatable infectious disease, but remains a serious 

problem in high-risk countries. Accurate early detection remains a challenge despite 

prevention efforts. The primary method of detecting tuberculosis is identifying bacteria in 

sputum samples using a microscope. This research focuses on the use of Convolutional 

Neural Network (CNN) with the AlexNet, ResNet-18, ResNet-50, and VGG-16 

architectures in the early detection and classification of Tuberculosis (TB) through 

processing images of TB patients' sputum. A dataset of sputum images was collected and 

processed to ensure quality and adequate representation. Each CNN model was trained 

using deep learning techniques on the prepared dataset. The aim of this research is to 

compare the performance of each model in recognizing and classifying sputum images 

containing Mycobacterium tuberculosis bacteria and those without TB bacteria. The 

research results show that AlexNet architecture outperforms ResNet-18, ResNet-50 and 

VGG-16 in classification accuracy of Mycobacterium tuberculosis. The best validation 

accuracy achieved was 93.42% with the fastest time of 5 minutes and 52 seconds using 

AlexNet architecture. Identifying the most appropriate AlexNet architectural model could 

unlock the potential for developing automated systems that efficiently identify TB, thereby 

enabling faster and more timely medical intervention. 
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1. INTRODUCTION

Tuberculosis (TB) is one of the infectious diseases that 

remains a serious global health challenge. The World Health 

Organization (WHO) reports that millions of people are 

infected with tuberculosis every year and thousands of deaths 

are caused by this disease [1]. Prevention, early detection and 

proper treatment are key to combating the spread of 

tuberculosis [2]. To address the challenges faced in early 

detection and diagnosis of TB, artificial intelligence 

technology, particularly Convolutional Neural Networks 

(CNN), has become a promising focus of research in the 

medical field [3]. 

Tuberculosis bacteria have small variations in size, with a 

length of between 1 and 4 µm. while the thickness measures 

between 0.3 and 0.6 µm [4, 5]. A distinctive feature of 

tuberculosis bacteria found in sputum is their reddish 

coloration, referred to as acid-resistant bacteria (BTA). This 

coloration results from the application of Ziehl-Neelsen (ZN) 

staining methods to the staining fluid [6]. 

Numerous studies have focused on identifying and 

categorizing sputum images containing TB bacteria. For 

example, in 2012, Purwanti and Widiyanti achieved 91.33% 

accuracy using the Learning Vector Quantization (LVQ) 

method [7]. Other researchers achieved 77.5% accuracy by 

using ANN [8]. Mithra and Emmanuel's research in 2018, 

achieved 91.38% precision using the (GFNN) Gaussian Fuzzy 

Neural Network technique. Furthermore, by using deep neural 

networks, Dinesh achieved 95.05% accuracy [9]. 

In the era of information technology and artificial 

intelligence, image processing methods and computation-

based approaches are increasingly being applied in the medical 

field, including disease detection and diagnosis [4]. 

Convolutional Neural Networks (CNN) have proven to be 

highly effective in object recognition in images and have 

shown impressive results in various applications, including the 

recognition of cancer and other diseases [5]. 

The Convolutional Neural Network (CNN) method has 

found wide application among researchers due to its reputation 

as a leading algorithm for object detection [10]. Previous 

research has proposed AlexNet, LeNet, ZFNet, VGGNet, 

ResNet and GoogleNet as CNN architectural models [11]. The 

CNN design with ResNet has shown the capacity to group 

pictures inside the ImageNet dataset with an exactness of 

80.62% for the best accuracy. In 2015, it outperformed 

competing architectures such as GoogleNet, AlexNet and 
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VGGNet in several competitions [12]. 

The research involves collecting a dataset of sputum images 

from TB patients and adopting a CNN-based approach to 

detect the Mycobacterium tuberculosis bacteria in the images. 

Data processing is carried out to ensure the quality and 

adequate representation of the training data. 

Each CNN model is then trained on the prepared dataset 

using deep learning techniques. The aim is to compare the 

performance of each model in detecting and classifying 

sputum images with and without TB bacteria. The results of 

this research will help understand the strengths and 

weaknesses of each model in the context of tuberculosis 

detection applications. 

Through the use of artificial intelligence technologies, by 

comparing several CNN architectures such as AlexNet, 

ResNet-18, ResNet-50, and VGG-16, this research can make 

a significant contribution to early detection and automatic 

accurate diagnosis of TB tuberculosis. 

 
 

2. MATERIALS AND METHOD 

 

In this study, the image dataset comprises sputum images 

with dimensions of 800×600 pixels. These images were 

obtained through the Ziehl-Neelsen (ZN) staining method. The 

image capture process utilized a Labomed Digi 3 digital 

microscope equipped with an Lx400 and an iVu 5100 digital 

camera module with a 5.0-megapixel capacity. The captured 

sputum images have a resolution of 120, a color depth of 24 

bits, and were acquired at a magnification level of 1000x. 

These specific details provide a comprehensive description of 

the image data used in the study, offering insights into its 

spatial characteristics and the imaging equipment employed 

for data acquisition. 

In the process of identifying TB bacteria, there are several 

stages that need to be carried out, as seen in Figure 1. First, the 

preprocessing stage involves using a median filter. The median 

filter is used to improve the image quality. Its purpose is to 

remove noise from the image so that the TB bacteria image 

becomes clearer and black spots can be eliminated. In the next 

stage, all detected TB or non-TB bacteria will be grouped into 

two classes, and then the image size will be resized to 50x50 

pixels. 

 

 
 

Figure 1. System diagram 

The third stage is the model training, where the 

experimental data is divided into training data and testing data. 

The training data consists of 70% of the total data, while the 

testing data consists of 30% of the total data. After the model 

training is completed, the final stage is the classification stage. 

This stage identifies the disease from the TB images and 

produces two classes: TB bacteria or non-TB bacteria, using a 

Convolutional Neural Network (CNN) with several 

architecture experiments including ResNet-18, ResNet-50, 

AlexNet, and VGG-16. 

 

2.1 Median filter 

 

The Median Filter is an image processing method that is a 

non-linear filter developed by Tukey [13]. The purpose of this 

method is to reduce noise and smoothen the image [14]. In this 

method, the pixel values in a group of pixels with an odd 

number are sorted, and the median value of that group is 

calculated. Subsequently, this median value is used to replace 

the pixel value at the center of the filter window or region [15]. 

The median filter method is highly effective in removing noise 

from images and is recognized as one of the best filtering 

methods [16]. Below is an example of applying the median 

filter method with a 3×3 matrix containing main pixels, as seen 

in Figure 2 [13]. 

 

 
 

Figure 2. 3×3 pixel area 

 

2.2 Convolutional neural network 

 

CNN (Convolutional Neural Network) is a type of neural 

network developed and used for image recognition [17]. It is 

extremely efficient in image classification, image retrieval, 

object detection, and more. CNN automatically extracts 

features from images related to a specific domain [18]. In 

Figure 3 [19], it can be observed that the process of inputting 

data into the Convolutional Neural Network (CNN) starts with 

passing through the Convolutional Layer. In this layer, the 

input data undergoes a convolution operation to detect various 

features in the image. 

After passing through the convolutional layer, the data goes 

through the Rectified Linear Unit (ReLU) Layer, which aims 

to recognize non-linear patterns in the data and activate 

neurons by transforming negative values into zeros, thus 

enhancing efficiency and data representation. 

Next, the data undergoes the Pooling Layer, where larger 

data areas are reduced to smaller areas by taking the maximum 

or average values from the data. This helps in reducing data 

dimensions and extracting the most important features. 

After the convolution, ReLU activation, and pooling 

processes are completed, the data is directed to the Fully 

Connected Layer. In this layer, each neuron is connected to 

every neuron in the previous layer. This allows the network to 

learn more complex relationships in the data. 

Finally, the results from the Fully Connected Layer are fed 

into the Softmax Layer, where probability values are 

computed for each class. Softmax converts numerical values 

into probabilities, resulting in a probability distribution for 

each class. 
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Figure 3. CNN architecture 

 

As a result, the input data are placed in the class with the 

greatest likelihood, meaning that the class with the highest 

probability is the most likely class that corresponds to the input 

data. 

 

2.2.1 ResNet architecture 

The Deep Residual Network, also known as Residual 

Network (ResNet), was designed by Kaiming He. Based on 

the research titled "Deep Residual learning for image 

recognition" in 2016, ResNet emerged as the champion in the 

ILSVRC 2015 competition, outperforming architectures like 

VGG, GoogleNet, and others. The main concept behind 

developing the ResNet model was to address the issue of 

vanishing gradient descent, which often occurs in deep 

convolutional neural networks (CNN) [12]. 

ResNet (Deep Residual Network) tackles this problem by 

implementing skip connections or shortcuts. These skip 

connections allow direct flow of information from one layer to 

the input of a deeper layer, enabling ResNet to have more 

layers without facing performance degradation [18]. Figure 4 

illustrates how skip connections are applied in ResNet, 

especially in the second and third layers that contain ReLU 

functions and batch normalization between these architectures 

are present [12]. By implementing these skip connections, 

ResNet has achieved better performance in handling deep 

learning problems with numerous layers. 

The ResNet architecture encompasses various 

configurations distinguished by the number of layers. 

Specifically, these configurations are denoted as ResNet-18, 

ResNet-34, ResNet-50, ResNet-101, and ResNet-152. Each of 

these variants represents a different depth in terms of the 

number of layers, providing flexibility for researchers and 

practitioners to choose a model that aligns with the specific 

requirements of their tasks or computational resources [19]. 

 

 
 

Figure 4. Deep Residual Network 

 

2.2.2 AlexNet  architecture 

 

AlexNet is one of the early examples of applying deep 

learning to large-scale image classification, developed by Alex 

Krizhevsky and his colleagues [20]. Figure 5 [21] shows that 

AlexNet consists of 8 layers, with 5 convolutional layers in the 

first layer and 3 fully connected layers in the other layers. The 

first (1) and second (2) convolutional layers are followed by 

normalization and pooling layers in sequence, while the last 

convolutional layer is followed by one pooling layer [22].

 

 

 
 

Figure 5. AlexNet architecture 
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2.2.3 VGG-16 architecture 

The VGG model, designed by Karen Simonyan and Andrew 

Zisserman, is a Convolutional Neural Network (CNN) 

renowned for its impressive performance in classification and 

recognition tasks [23]. This deep neural network operates on 

input images with dimensions of 224×224×3 (RGB format). 

The image undergoes processing through convolutional and 

max-pooling layers, employing a 3x3 kernel size and a stride 

of 1 [11]. The max-pooling layer utilizes a 2×2 window size 

with a stride of 2. In its fully connected layers, the VGG model 

comprises 4096 channels, culminating in 6 channels in the last 

layer. The final layer incorporates the softmax activation 

function, which is commonly used in multi-class classification 

problems. For clarity, the VGG-16 architecture is visually 

represented in Figure 6 and Figure 7 [23]. These architectural 

details provide a comprehensive understanding of the VGG 

model's configuration and the sequential flow of operations 

through its layers. 

 

 
 

Figure 6. Layer architecture of VGG-16 

 

 
 

Figure 7. Architecture of VGG-16 

 

2.3 Confution matrix 

 

The calculation of accuracy in machine learning is 

commonly known as the Confusion Matrix. The Confusion 

Matrix provides detailed information about the comparison of 

the classification results performed by the system or model 

with the actual classification results from the data [24, 25]. At 

this stage, there are several common and frequently used 

performance matrices, namely accuracy, precision, and recall. 

The equations to find the values of accuracy, precision, and 

recall are as follows [26, 27]: 

(a) Accuracy 

Accuracy measures how accurate the model is in overall 

classification. It is the ratio of the number of correct 

predictions (True Positive and True Negative) to the total 

number of data examples. 

Accuracy=(True Positive+True Negative)/Total Data 

(b) Precision 

Precision measures how many of the examples classified as 

positive are truly positive. It helps identify the rate of false 

positive errors. 

Precision=True Positive/(True Positive+False Positive) 

(c) Recall 

Recall measures how many of the overall positive examples 

are correctly identified by the model. It helps identify the rate 

of false negative errors. 

Recall=True Positive/(True Positive + False Negative) 

 

 
 

Figure 8. Confution matrix 
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3. RESULT 
 

The research was conducted using a 64-bit Windows 10 

laptop with specific hardware specifications, including an Intel 

Core i5 processor running at 1.6-1.8GHz and 8GB of RAM. 

The software employed for the study was MATLAB R2019a, 

a platform known for its capabilities in numerical computing, 

including tasks such as image processing and machine 

learning. 

These hardware and software details have implications for 

the study's outcomes. The laptop's processing power and 

memory capacity may influence the reported processing times, 

especially considering the complexity of the neural network 

architectures and the size of the datasets used. Replicating or 

extending the research should consider the compatibility of 

available resources. 

Furthermore, researchers should be aware that variations in 

hardware or software versions could result in slightly different 

results when replicating experiments. Considering the 

constraints of the laptop's specifications, it may be worthwhile 

to optimize code and models to ensure efficient processing 

within these limitations. Overall, understanding the impact of 

the chosen hardware and software environment is crucial for 

interpreting and applying the research findings. 

This stage is a trial stage where the data is divided into two 

classes. The first class is TB Bacteria and the second class is 

Non-TB Bacteria. This test divides the data into 70% training 

data and 30% testing data. 866 data were used for training and 

380 data were used for testing. The testing phase evaluates 

several architectures available in CNN, including ResNet-18, 

AlexNet, ResNet-50 and VGG-16. Table 1 shows the 

scenarios that will be conducted in this research. 

In the test results, ResNet-18 demonstrated an accuracy of 

86.32% with a testing time of 11 minutes and 23 seconds. 

Figure 9 shows that ResNet-18 is a promising architecture for 

image classification with a relatively good accuracy rate and 

efficient computational time. 

 

Table 1. Trial scenario 

 
Scenario Architecture Learning Rate Bath Size Epoch 

1 ResNet 18 0.0001 4 1-5 

2 AlexNet 0.0001 4 1-5 

3 ResNet 50 0.0001 4 1-5 

4 VGG 16 0.0001 4 1-5 

 

 

 
 

Figure 9. Graph of ResNet-18 scenario test results 

 

 
 

Figure 10. Graph of AlexNet scenario test results 
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Figure 11. Graph of ResNet-50 scenario test results 

 

 
 

Figure 12. Graph of VGG-16 scenario test results 

 

Furthermore, Figure 10 demonstrates higher performance 

with an accuracy reaching 93.42% and a testing time of 5 

minutes and 51 seconds. These results indicate that AlexNet 

has remarkable capabilities in classifying images with a very 

high accuracy rate and relatively short computational time. 

This makes AlexNet a prominent choice for image 

classification tasks with high requirements in terms of 

accuracy and time efficiency. 

Meanwhile, Figure 11 shows an accuracy of 90.53% with a 

testing time of 20 minutes and 10 seconds. Although its 

accuracy is slightly lower compared to AlexNet, ResNet-50 

still demonstrates excellent performance and a reasonable 

computational time. 

However, Figure 12 shows lower performance compared to 

the other three architectures, with an accuracy of only 50.00% 

and a testing time of 36 minutes and 17 seconds. These results 

indicate that VGG-16 may not be the optimal choice for image 

classification tasks with high requirements in terms of 

accuracy and time efficiency. 

Table 2 presents the results of scenario testing that 

compares the performance of different CNN architectures in 

terms of accuracy and time required for each architecture to 

process data. 

From the results of tests carried out with several CNN 

models, the results obtained were that ResNet-18 achieved 

86.32% accuracy, AlexNet achieved 93.42% accuracy, 

ResNet-50 achieved 90.53% accuracy and VGG-16 achieved 

50.00% accuracy. while the time needed to carry out this test 

is ResNet-18 takes 11 minutes 23 seconds, AlexNet takes 5 

minutes 51 seconds, ResNet-50 takes 20 minutes 10 seconds, 

VGG-16 takes 36 minutes 17 seconds. 

In this test, the highest accuracy results were obtained in the 

second scenario, namely using the AlexNet architecture with 

an accuracy of 93.42% and a time of 5 minutes 51 seconds. 

The following are the results of the scenario test contained in 

Table 2. 
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Table 2. Scenario test results 

 
Architecture Accuracy Time 

ResNet-18 86.32% 11 min 23 sec 

AlexNet 93.42% 5 min 51 sec 

ResNet-50 90.53% 20 min 10 sec 

VGG-16 50.00% 36 min 17 sec 

 

 

4. CONCLUSION 

 

From the experiments conducted, the results show that the 

AlexNet architecture has a better classification accuracy rate 

compared to ResNet-18, ResNet-50, and VGG-16 in the 

classification of Mycobacterium tuberculosis. The results 

achieved the best validation accuracy of 93.42% with the 

fastest testing time of 5 minutes and 52 seconds using the 

AlexNet architecture. Future research will involve several 

other Deep Convolutional Neural Network architectures and 

combining them with various other methods, as well as 

making changes to parameters to achieve the best results. 
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