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The Network-on-Chip (NoC) stands as a potent solution for achieving heightened 

performance, efficient communication, and dependability in the migration of Very-Large 

Scale Integration (VLSI) architecture toward deep submicron technology, when contrasted 

with conventional connectivity networks. Considerable research endeavours have been 

allocated to diverse facets of NoCs, encompassing topology, routing algorithms, traffic 

behaviours, power management, and fundamental mapping. This paper explores the power 

consumption efficiency of Parameterized Path-Based, Randomized, Oblivious, Minimal for 

3D Mesh (PROM3D) routing and ZXY routing algorithms for various traffic patterns like 

transpose, bit shuffle, and random traffic with the help of the integrated DSENT network 

model. The PROM3D routing algorithm selects a path randomly from all possible minimal 

pathways between the source and destination, whereas ZXY is a layer-based routing 

method. The Design Space Exploration of Network (DSENT) tool is used with the NoC 

Interconnect Routing and Applications Modeling (NIRGAM) simulator in experiments to 

measure the power consumption. The findings indicate that, within the 3D-Mesh 

environment, the ZXY routing algorithm exhibits a 0.02% of variation in power 

consumption while in saturation on varying loads for various traffic patterns in comparison 

to the PROM3D algorithm. 
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1. INTRODUCTION

In response to the challenges posed by System-on-Chip 

(SoC) architectures, a novel solution known as network-on-

chip (NoC) has emerged as a groundbreaking standard for 

facilitating inter-chip communication within extensive VLSI 

systems, as highlighted in the work by Bhaskar [1]. This 

innovative concept of NoC adopts a multi-layered approach 

that effectively mitigates the complexities associated with 

design while concurrently enabling the seamless distribution 

of data. Within the realm of NoC, the arrangement of nodes 

follows a meticulously planned topology, affording the 

capability for direct or indirect communication between any 

two nodes, irrespective of their physical proximity. 

These nodes encompass a diverse array of IP-core 

functionalities, encompassing entities like Digital Signal 

Processors (DSPs), microprocessors, memory components, 

and Application-Specific Integrated Circuits (ASICs). 

Accompanying these IP-core contents, each node is furnished 

with a router, an instrumental component responsible for the 

efficient transmission of data packets to neighbouring nodes, 

thereby fostering optimal communication pathways [2]. The 

integration of NoC marks a paradigm shift in the way inter-

chip communication is conceived, addressing complexities 

while enhancing the effectiveness of data exchange in modern 

VLSI systems. 

Through the strategic utilisation of on-chip networking 

networks in lieu of conventional global ad-hoc high-density 

cable frameworks, Network-on-Chip (NoC) technology ushers 

in a realm of modularised construction, effectively obviating 

the requirement for extensive wiring deployments. The 

systematic approach to wiring inherent in NoCs serves as a 

cornerstone, affording meticulous control over power 

consumption thresholds. This, in turn, contributes to a 

judicious reduction in redundancy, creating an environment 

conducive to the deployment of highly efficient circuits that, 

in tandem, curtail latency and amplify bandwidth capabilities, 

as articulated by Nain et al. [3]. 

Inter-chip communication in NoC (Network-on-Chip) has 

various issues, including bandwidth allocation, reliability, 

latency management, power efficiency, and routing 

complexity. Low latency and high throughput are important 

qualities of a NoC design from a performance standpoint. The 

energy dissipation profile of the interconnect topologies is 

crucial because this can account for a large amount of the 

overall energy [4]. 

The proliferation of NoC research endeavours underscores 

the growing significance of this paradigm shift. A 
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comprehensive landscape of investigations spans various 

dimensions of NoC technology, encompassing the gamut of 

topology design strategies, intricacies of routing algorithms, 

the characterisation of diverse traffic profiles, the imperative 

realm of power management, and the development of intricate 

mapping techniques. The NoC suffers from power 

consumption caused by Leakage power and switching activity 

in multi-core circuitry. Therefore, an estimation of power 

consumed by different elements of NoC can be helpful for 

determining the power required for needed speed and accuracy 

from the NoC. Many research works have contributed to this 

corpus of knowledge, providing invaluable insights that 

collectively pave the way for the continued advancement and 

refinement of NoC architectures [5, 6]. 

As the NoC framework steadily solidifies its position as a 

pivotal innovation in chip-level communication, the focus on 

modularization, efficiency optimization, and meticulous 

research endeavours underscores its pivotal role in shaping the 

landscape of cutting-edge integrated systems. 

With the use of power estimation of hundreds of various 

network configurations, inefficient or infeasible networks can 

be immediately detected and eliminated before a thorough 

analysis is performed [7]. NoC deals with a power issue known 

as leakage power, which is becoming more prevalent as 

technology becomes smaller. Because the technology is 

smaller, the voltage is lower, resulting in increased power 

leakage and higher power consumption. NoC facilitates 

communication between various components within a chip, 

but in current chips, it can consume as much as 30% of the 

overall power. Therefore, reducing the power consumption of 

NoCs is critical to meeting the increasing demand for efficient 

chips [8, 9]. 

This paper specifically addresses the challenges concerning 

power consumption in the construction of NoC buildings and 

focuses on power estimation on NoC architectures for various 

deterministic and non-deterministic routing algorithms. The 

Design Space Exploration of Network (DSENT) model is 

integrated into the simulator framework to measure power 

consumption accurately. 

The remaining sections of the paper are as follows: Section 

2 discusses different routing algorithms. The significance of 

power estimation in NoC design and the various tools for 

estimating power consumption are discussed in Section 3. In 

Section 4, we discuss the experimental design and the analysis 

of the results, and then in Section 5, conclusions are drawn. 

 

 

2. LITERATURE SURVEY 

 

Routing constitutes a cornerstone of data management, 

orchestrating the seamless traversal of information from 

source to destination while concurrently fine-tuning 

performance metrics for optimal outcomes [10, 11]. The 

intricate realm of routing algorithms can be broadly 

categorised into deterministic routing and adaptive routing 

paradigms, each bearing distinct attributes and implications. 

Deterministic routing algorithms, with their straightforward 

logic, bestow the advantage of lower latency, catering to 

expedited data transmission. Nevertheless, challenges surface 

when confronted with intricate traffic patterns, particularly 

when data flows exhibit varying bandwidth requisites; this is 

chiefly due to the unchanging nature of routes employed for 

diverse applications, as evidenced by Chen et al. [12]. 

On the other hand, adaptive routing strategies embody a 

concerted effort to curtail network congestion and traffic 

bottlenecks, thereby elevating the overall efficiency of data 

dissemination. By dynamically adapting routes based on real-

time network conditions, adaptive and oblivious routing 

endeavours yield pronounced dividends. Hot spots are 

mitigated, and the network's throughput is notably enhanced. 

Crafting such adaptive routing algorithms is an intricate 

endeavour, poised at the nexus of complexity and adaptability. 

Striking a delicate equilibrium between these two facets 

emerges as a central challenge in this domain, as underscored 

by Hu et al. [13]. 

When delivering data, deterministic routing usually chooses 

the shortest path between two sites. When source routing is 

used, network congestion is not taken into account; the starting 

point simply determines the path. This may cause some paths 

to become overcrowded and slow down. On the other hand, 

based on traffic volume, Adaptive and oblivious (like PROM) 

routing enables routers to select a way that is both relatively 

short and less congested. Routing can be fully or partially 

adaptive. The first allows for uniform traffic distribution but 

may result in deadlock, whereas the second does not allow for 

adaptability in all directions [14, 15]. 

In essence, the realm of routing algorithms embodies a 

duality of deterministic efficiency and adaptive 

responsiveness. As the digital landscape continues to evolve, 

the judicious selection and refinement of routing algorithms 

play a pivotal role in orchestrating optimal communication 

pathways, thereby cementing their stature as linchpins of 

contemporary network architecture. The ongoing exploration 

of this intricate interplay between efficiency and adaptability 

underscores the dynamic evolution of routing strategies in the 

face of ever-evolving data demands and network conditions. 

 

2.1 Parameterized path-based, randomized, oblivious, 

minimal routing (PROM3D) algorithm 

 

The PROM selects a path at random from the set of all 

possible minimal ladder paths that connect the source nodes 

and the destination nodes. The algorithm chooses the next 

available node locally at each hop and continues doing so until 

it reaches its final destination [16]. Since the path selection 

decisions are made locally and randomly throughout the pool 

of possible minimal paths, there are many possible PROM 

variants [17]. 

PROM3D is a 3D-Mesh Network-on-Chip (NoC) routing 

algorithm that extends the parameterized PROM algorithm for 

3D-Mesh. It concentrates on reducing network congestion, 

thereby enhancing performance in terms of latency, albeit at 

the expense of energy consumption due to the overhead 

computation for the probabilistic path selection. 

The PROM3D routing strategy, known as uniform 

PROM3D, assigns an equal probability of selection to each of 

the possible paths originating at the source. The PROM3D 

algorithm includes a parameter denoted as f. The Uniform 

PROM3D is a parameterized variant of PROM3D in which the 

parameter f is set to 0. The ratio of f+x:f+y:f+z, or more simply 

x:y:z, is used to determine which node will be connected to the 

source node as the subsequent hop. However, as the packet 

advances to the next hop, the selection ratio is determined by 

the packet's ingress axis, whether it is in the x, y, or z-ingress. 

For example, if the packet is in the x-ingress, the direction or 

next-hop selection is determined by the x+f:y:z ratio. For 

packets in the y or z-ingress, similar ratio calculations are used. 

For packets entering at the y-ingress node, the ratio is x:y:z+f, 
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while for packets entering at the z-ingress node, it is x:z:y+f. 

The following calculations are performed to estimate the value 

of parameter f. Let in a n*n*n D-Mesh NoC: 

● Source nodes are (Src1, Src2, Src3), 

● Destination nodes are (Dest1, Dest2, Dest3), 

● The value of fmax is 1, 

 

and 

 

𝛼 = |𝐷𝑒𝑠𝑡𝑥 − 𝑆𝑟𝑐𝑥|, (1) 

  

𝛽 = |𝐷𝑒𝑠𝑡𝑦 − 𝑆𝑟𝑐𝑦|, (2) 

 

𝛾 = |𝐷𝑒𝑠𝑡𝑧 − 𝑆𝑟𝑐𝑧𝑦| (3) 

 

The parameter function f values for source node and 

intermediary nodes can then be determined as follows: 

 

𝑓 =
(𝛼 + 1) × (𝛽 + 1) × (𝛾 + 1)

𝑁𝑢𝑚𝑟𝑜𝑤𝑠 × 𝑁𝑢𝑚𝑐𝑜𝑙𝑠 × 𝑁𝑢𝑚𝑠𝑙𝑖𝑐𝑒𝑠

× 𝑓𝑚𝑎𝑥 (4) 

 

 
 

Figure 1. Example of (a) Deadlock in routing without VC, 

and (b) Use of virtual channel for deadlock free routing 

between Source (S) and Destination (D) 

 

The PROM3D routing algorithm has many advantages over 

other Dimension Order Routing (DOR) algorithms. In 

particular, under random and transpose traffic, PROM3D 

exhibits improved average latency and throughput with a 

higher percentage of offered load. A disadvantage of the 

PROM3D method is that, in comparison to other routing 

algorithms, it does not perform well in terms of power 

efficiency despite its enhanced latency performance due to 

computational overhead. As shown in Figure 1 two virtual 

channels are used in PROM3D to prevent deadlocks [18, 19]. 

 

2.2 ZXY routing algorithm 

 

Addressing the challenge of thermal emissions within three-

dimensional Network-on-Chip (NoC) architectures, the ZXY 

routing technique emerges as an effective solution, as 

discussed in the research by An et al. [20]. This innovative 

approach, known as the ZXY method, presents significant 

enhancements over the traditional XY routing technique, as 

mentioned by Cai et al. [21]. The ZXY method introduces a 

layer-based routing scheme that successfully mitigates thermal 

issues, all the while minimizing the need for additional virtual 

channels (VCs) or introducing the risk of packet misrouting. 

There are substantial thermal problems with 3D NoCs due 

to the high power density and restricted heat dissipation 

capabilities. Packets are directed by the routing algorithm to 

routers with better cooling or less traffic. It accomplishes this 

by employing techniques that evenly distribute generated heat 

across the chip area, utilizing both horizontal and vertical 

traffic distribution methods [22]. 

The pivotal strength of the ZXY method is its capacity to 

establish adaptable routing paths that effectively handle heat 

dissipation while enhancing overall performance. This 

advancement is achieved by strategically integrating layer-

based routing strategies, which realized the three-dimensional 

nature of the architecture. The experiment shows improvement 

in network in terms of lower latency and better throughput 

while using the low packet rate of injection. 

The evaluation of the ZXY routing's efficacy in ensuring 

deadlock-free operation is conducted through a rigorous 

assessment employing a restricted turn model. A remarkable 

facet of this evaluation is its independence from the 

requirement for hardware support for virtual channels within 

NoC routers [21]. In essence, the ZXY routing method aligns 

with the evolving demands of 3D NoC design, offering a 

holistic and effective solution to thermal challenges without 

the imposition of additional hardware complexities. 

Figure 2 illustrates the constrained based restricted paths in 

ZXY dimensions to assure no cycle can occur in any 

dimensional path in the stackable architecture. Notably, ZXY 

routing, characterized by its Z-first approach, orchestrates data 

packet movement by initially directing them through layers 

(slices) to reach the destination slice before subsequently 

navigating rows and columns to arrive at the intended tile 

(node). This distinctive routing paradigm involves a 

reordering of dimensions, enabling the exploitation of 

alternate shortest paths within each layer of a 3D NoC, as 

visually depicted in Figure 3. 

Through this innovative dimension reordering strategy, 

ZXY routing optimizes path utilization, improvising the 

overall routing efficiency. This approach not only holds 

promise in mitigating thermal issues but also enhances overall 

routing performance within the 3D NoC architecture. 

 

 
 

Figure 2. The turn model of the ZXY routing algorithm. 

Dotted Arrows are restricted turns [23] 

 

 
 

Figure 3. Multiple available minimal paths in XYZ-ZXY 

routing (a) selection between X and Y, and (b) selection 

between Z and XY [23] 
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3. POWER ESTIMATION 

 

Communication dependability is regarded as a high barrier, 

and recent studies have been conducted on its dependency on 

energy consumption. One important factor affecting efficiency 

is the dissipation of power in stackable architecture. 

Differential power allocation is a crucial design barrier and has 

been considered necessary in the development of the core in 

the stackable System-on-Chip (SoC) architecture using NoC. 

Subnano meter architecture is allowing the high Gate density 

and the associated communication costs have led to the NoC 

emerging as an effective network communication solution. 

Initially, high performance (high penetration networks and 

low latency) was a major goal. For this reason, most of the 

previous works in NoC projects focus on performance 

parameters only [24-26]. However, with the growing demand 

for network bandwidth and higher throughput, the power used 

by the network connection is also becoming a major concern. 

With very high-density integrated networking, networks 

consume a large portion of the system's total capacity. Power 

dissipation has been identified as a critical obstacle in SoC 

design. It is important to get detailed information on energy 

efficiency at the beginning of the small design cycle. The total 

power consumption consists of two main elements, namely 

dynamic and static (leakage) power. The total power 

consumed by the CMOS-based circuit [27] is determined as 

 

𝑃 = 𝛼 × 𝐶 × 𝑉𝐷𝐷
2 × 𝑓𝑐𝑙𝑘 + 𝑃𝑠𝑡𝑎𝑡𝑖𝑐  (5) 

 

where, 

● 𝑓𝑐𝑙𝑘 is the clock frequency, 

● 𝛼 is the switching factor, 

● 𝐶 is the capacitance, 

● 𝑉𝐷𝐷 is the core voltage,  

● 𝑃𝑠𝑡𝑎𝑡𝑖𝑐  is the static power 

 

Apparently in the CMOS, it is observed that when the 

capacitance is reduced by 30%, the power dissipation is 

reduced by 50%; similarly the 30% reduction of voltage leads 

to the 50% further reduction of the power. Static power is the 

constant use of force on the Gates due to the receding position 

from the source to the ground, except for the position of the 

Gates and the switch function [28]. The static power (Pstatic) 

scattered on the router and links can be stated as: 

 

𝑃𝑠𝑡𝑎𝑡𝑖𝑐 = 𝑃𝑏𝑢𝑓𝑓𝑒𝑟 + 𝑃𝑎𝑟𝑏𝑖𝑡𝑒𝑟 + 𝑃𝑐𝑟𝑜𝑠𝑠𝑏𝑎𝑟 + 𝑃𝑙𝑖𝑛𝑘 (6) 

 

where, 

● 𝑃𝑏𝑢𝑓𝑓𝑒𝑟  is the sum of buffer read and buffer write 

energy, 

● 𝑃𝑎𝑟𝑏𝑖𝑡𝑒𝑟  is arbitration energy, 

● 𝑃𝑐𝑟𝑜𝑠𝑠𝑏𝑎𝑟  is crossbar traversal energy 

● 𝑃𝑙𝑖𝑛𝑘 is link traversal energy. 

 

Higher scalability, power consumption, and perceptible 

delays are among the challenges faced by the conventional 

electric on-chip network (NoC). As a solution, optical NoC 

have emerged as a next-generation option, with better speeds 

and reduced power requirements. Overall, the optical NoC 

succeeds over the electrical version in terms of latency, energy 

economy, and Bit Error Rate (BER) [29]. 

Signal propagation in Optical NoCs is carried out through 

waveguiding, i.e., the optical signals are guided or propagated 

through the optical interconnects within the chip. This 

typically involves the use of integrated optical waveguides 

made of transparent materials such as silicon or silicon dioxide. 

These waveguides are designed to have specific dimensions 

and refractive index profiles that enable the propagation of 

optical signals with minimal attenuation and dispersion and 

also offer higher bandwidth, low power consumption, and 

potential for parallel communication. The waveguides used 

are planar in nature and can be fabricated using thin film 

deposition and etching techniques, allowing for compact 

integration with other components. The optical signals in the 

waveguides can carry data encoded in the form of light pulses 

or modulated optical signals, as shown in Figure 4. Optical 

NoCs can achieve faster and more efficient data transfer 

compared to traditional electronic interconnects, which are 

limited by the speed and capacity of electrical signals. 

 

 
 

(a) 

 

 
 

(b) 

 

Figure 4. Example of (a) Basic optical data transmission and 

(b) Optical transmission steps [30] 

 

3.1 Design Space Exploration of Network (DSENT) 

 

DSENT is a system library for photonics and electronics 

that lets you rapidly evaluate the area and power of 

optoelectronic on-chip interconnects across different levels of 

hierarchy [31]. The overall modeling accuracy is always 

traded-off against the amount of user input required. The 

DSENT framework enables high modeling flexibility by 

employing circuit and logic-level approaches to reduce the 

number of input data points without risking modeling 

precision [29]. SPICE modulo3-based current and voltage for 

the saturated and unsaturated gates are used for power 

estimation. 

 

 

4. EXPERIMENTAL EVALUATIONS 

 

A small 3×3×3 3D-Mesh topology is used in the experiment. 
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The size of the flow control units (flit) is five bytes, with one 

byte serving as the head and the other four as the payload. The 

number of VCs employed is two to prevent the deadlock 

condition while using the adaptive PROM3D routing from flits 

transmission from different sources to corresponding 

destinations in our simulation. In any adaptive routing which 

may lead to have the deadlock in NoC would require to have 

Pi-1 virtual channels, where P is the number of ports at any 

node i, to ensure deadlock free routing. 

The NoC Interconnect Routing and Applications Modeling 

(NIRGAM) simulator is built on the modular and extensible 

SystemC library and is used in experimental setup for 

performance evaluation. This simulator provides significant 

assistance for experimenting with many elements of NoC 

architecture, allowing alterations at each level, including 

topology, switching techniques, virtual channels, buffer 

settings, routing mechanisms, and traffic modeling for various 

applications [32]. 

In our experimental simulation work, we used optic 

communication using compatible switches at the nodes which 

are placed at a uniform distance and communicate with each 

other using waveguided optical communication (OC). The 

global clock frequency is set at 1GHz, and 90nm Gate 

technology is considered in the experiments. VDD is kept at 1.2 

volts. DSENT framework is used with the simulator for 

performance measures for different routing algorithms and 

traffic patterns. 

In simulation, various statistics like the number of buffer 

reads/writes, arbitrations, VC writes/reads, crossbar traversal, 

and links traversal in each clock cycle are collected. The power 

dissipation is calculated by passing the above-collected 

statistics along with the various architectural parameters like 

flit size, the number of input and output ports, etc., to DSENT 

power models for buffers, crossbars, arbiters, and links using 

Eq. (6). Optical communication is used for robust transmission 

[33]. 

To create the real-time cycle accurate scenario, Bursty 

traffic, but without any fault, is used for evaluating the power 

consumption in Watts. Results for the Bursty data with a burst 

length of four and with an interval of three are used for various 

loads ranging from 20% to 100% using bit-shuffle, random, 

and transpose patterns with the variation of 10%. The 

generalized working of bit-shuffle and transpose traffic pattern 

is shown in Figure 5. The simulation was made for the ten 

times and average of them was taken as the final result to 

minimize the error. 

 

 
 

(a) Bit-shuffle pattern 

 

 
 

(b) Transpose pattern 

 

Figure 5. Generalized example of (a) bit-shuffle traffic 

pattern, and (b) transpose traffic pattern Mesh NoC 

 

 
 

Figure 6. Integration of DSENT model with the simulator 
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Figure 7. Two VCs are used to avoid deadlock in adaptive routing, and power is estimated at each stage as shown 

 

Figure 6 demonstrates the overall structure of the 

experimental setup of the simulation. We have integrated 

DSENT models with the simulator and finally evaluated the 

dynamic and leakage power for specified configurations. 

Architectural parameters are defined at the initial stage, and 

performance stats are provided at the run-time to DSENT 

models to measure power consumption. 

Figure 7 shows the traversal of the flit along the simulation 

route and the stages that cause power distribution. The 

following steps are used in the overall process for adaptive 

routing: 

(1) The journey of a flit in the simulator begins with its entry 

in the input channel of a tile. Every flit has a VCid associated 

with it and is stored at the end of the First in First Out (FIFO) 

buffer of that VC (adaptive routing). At this point, the energy 

associated with buffer write is consumed. To keep track of this, 

the number of buffer writes is increased by one whenever a flit 

is stored in the FIFO. 

(2) The next step consists of selecting one of the VCs from 

all the requesting ones associated with each input channel and 

then reading the flit at the front of the FIFO for sending the 

route request to the routing logic circuit. An OC arbiter is 

needed at every input port/channel, each having inputs equal 

to the number of VCs at each input channel. 

(3) The routing logic sets the output direction of the flit. 

After this, again, a VC is selected from all at each input 

channel, and there is a need for a matrix arbiter with each input 

channel having inputs equal to the number of VCs. The 

number of arbitrations is increased by one over here. 

(4) There is no need for the second stage of switch allocation 

in the simulation as it ensures that there will not be any conflict 

among the input channels for the same optical communication 

(OC) by maintaining a separate register r0 or r1 for each input 

channel at each OC. After the first stage of the switch 

allocation, the flit moves for VC allocation. It maintains a 

queue with entries for available VCs of the output direction 

tile. Energy is dissipated in reading and writing the queue. 

(5) Next, the flit is removed from the input buffer. This 

corresponds to the buffer read count. 

(6) Then, the flit moves to the output channel via crossbar 

traversal. Considering the power dissipation at the crossbars. 

The number of crossbar traversals is increased by one. 

(7) Finally, the flit moves from one tile to another with an 

incremental counter. 

In simulation, VCs are not used in Non-adaptive routing 

algorithms. The overall power consumption is dissected into 

the power usage of individual resources, as depicted in Eq. (6). 

Subsequently, an architectural simulator is employed to 

provide event counts at the network or router level, including 

a router or link traversals of these components, for calculating 

the power consumption using DSENT. We use different traffic 

patterns with varying loads to measure the power consumption 

efficiency of the routing algorithms. This performance 

analysis is discussed in the next section. 

 

4.1 Performance analysis 

 

We increase the load with a variation of 10% for different 

traffic patterns for adaptive and deterministic routing 

algorithms. Figures 8, 9, and Table 1 show the comparison of 

both algorithms for transpose, bit-shuffle and random traffic 

patterns, respectively. 

It is clear from the results that both algorithms follow a 

similar structure for all three traffic patterns. The ZXY 
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algorithm performs better in power dissipation at various load 

percentages. The efficiency of the PROM3D method relies on 

the Mesh's size and the number of VCs. 

 

 
 

Figure 8. Power vs Load comparison of algorithms for 

transpose traffic pattern 

 

 
 

Figure 9. Power vs Load comparison of algorithms for bit-

shuffle traffic pattern 

 

Table 1. Power vs Load comparison of algorithms for 

random traffic patterns 

 

Load (%) 
Power (in Watt) 

PROM3D ZXY 

20 0.125438078 0.124258993 

30 0.181525089 0.181982512 

40 0.230093148 0.229821634 

50 0.282071504 0.278701311 

60 0.338838129 0.339066277 

70 0.401450965 0.396807164 

80 0.43545976 0.432890392 

100 0.446600616 0.452374018 

 

At each level, there is the computation of intermediate 

nodes whose buffer capacity is measured and based on the 

availability of buffer and congestion status, the packets (flits) 

move forward so they can handle the optimal path in congested 

routes. PROM3D is efficient for latency and throughput [34] 

as it always finds minimal paths at each hop by choosing the 

higher probability of less congestion paths and larger buffer on 

the cost of increased power consumption due to computational 

overhead and use of VCs. As it needs a minimum of two VCs 

so the number of buffer reads/writes operations shall be higher. 

Unlike the ZXY routing, the expected power disputation in 

the PROM3D routing increases due to the fact that it requires 

at least two virtual channels to avoid the deadlock. The 

variation of 0.02% increase in power dissipation is observed 

in the transpose and Bit Shuffle traffic pattern. Power 

dissipation for random traffic in both algorithms is similar. 

However, the congestion in the traffic is reflected in the 

transpose and bit traffic pattern. There is no variation in the 

power while using the reduced load up to 30%. The network 

gets saturated after 60% load. In ZXY routing, packets are 

directly transferred from one slice to another, which results in 

low power dissipation in 3D Mesh NoC. 

For random traffic patterns, where the source and target are 

not fixed and altered for every packet injection in NoC, 

adaptive routing gives more path diversity. and gives power 

consumption similar to dimension order routing due to higher 

congestion. It is observed that overall power dissipation in 

random traffic scenarios is more than that to both transpose 

and bit-shuffle traffic. 

 

 

5. CONCLUSION AND FUTURE WORK 

 

Power consumption and traffic are the two critical concerns 

in the design of NoC architecture. In this paper, we compared 

the performance of deterministic and non-deterministic 

routing algorithms by analyzing the power consumption in 

3D-Mesh NoC architecture for transpose, bit-shuffle, and 

random traffic patterns in a Bursty application with varying 

load (%). The DSENT power model is incorporated in the 

simulation for power estimation. It forms the essential element 

for the accurate analysis of applying NoC routing algorithms, 

topologies, traffic patterns, etc. The results show that the ZXY 

algorithm is more efficient (less power consumption) towards 

power dissipation compared to the PROM3D algorithm (high 

power consumption). In simulation results, PROM3D shows 

up to 0.02% more power consumption compared to the ZXY 

routing algorithm. In the future extension of this work, other 

traffic patterns like butterfly, and bit-reversal. It can also be 

implemented to test the power consumption of the different 

network topologies under various load conditions. 
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