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Classification is part of machine learning, and developing it requires labeled data. Most data 

is available in an unlabeled form. Data labeling is a step that researchers must take. Good 

labeled data will produce a good classification model. The data labeling process cannot be 

ignored and needs to be done carefully and consistently. Because the classification process 

requires well-labeled data that can be accounted for. In addition, good labeled data will 

produce a good classification model. The role of an expert (rater) is needed to label the data 

and ideally at least two experts. However, involving two raters will become a new problem 

because it is likely that the results of the inter-rater labeling will be different. We propose 

the Cohen Kappa method to overcome this problem. We used data from scraping user 

reviews of the Indonesian marketplace, there were 4.307. Based on the calculation results, 

Kappa=0.909 for aspect detection, Kappa=0.893 for sentiment classification, and 

Kappa=0.971 for class aspect. Based on the kappa value, the labeling results for aspect 

detection, sentiment classification and aspect class were declared "almost perfect 

agreement", so that the results of this research obtained labeled data that can be used for 

classification tasks, especially for developing aspect-based sentiment analysis models. 
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1. INTRODUCTION

Machine learning has developed very rapidly [1-4]. The 

process of developing machine learning can use several 

approaches. Each approach can be applied according to the 

research domain being worked on. The supervised learning 

approach is known as the machine learning development 

process, which requires labeled data [5-7], while unsupervised 

learning is without labeled data [8-10]. Supervised learning is 

applied to develop classification models and requires labeled 

data. In general, data that is easy to obtain is in unlabeled form, 

which challenges researchers to label data. Actually, to 

overcome the difficulty of getting labeled data, a semi-

supervised learning approach can be applied using a little 

labeled data and a lot of unlabeled data [11-13]. Labeled data 

is still needed for semi-supervised learning even though the 

percentage is less, so researchers cannot ignore the data 

labeling process. 

There are three classification categories: single-label, multi-

class, and multi-label classifications [14, 15]. Each category 

has uses according to the research domain being carried out. 

The difficulty level of multi-class and multi-label requires 

extra effort in the labeling process. An example of using multi-

labels is aspect-based sentiment analysis (ABSA), generally 

used to obtain in-depth information from reviews. The detailed 

information extracted is in the form of aspect detection and 

sentiment classification. Meanwhile, a single label is used for 

sentiment analysis at the sentence or document level [16, 17]. 

ABSA uses multi-labels to identify aspect and sentiment 

classifications. So that in the multi-label labeling process, 

accuracy, consistency, and more time allocation are needed. 

The multi-label data labeling process is very important 

because, with a good process, it is hoped that a good 

classification model will be obtained [14, 18, 19]. Therefore, 

a competent expert is required to perform data labeling. Data 

labeling ideally involves a minimum of two experts (raters) so 

that a comparison can be obtained from the results that have 

been carried out. Involving two or more experts will be a 

problem because it is likely that the labeling results from each 

expert will be different. The Cohen Kappa method can be used 

to overcome this problem by conducting an inter-rater 

consistency test [20, 21]. 

The Cohen kappa method has been used to measure ordinal 

multi-class classification performance [22]. Measuring 

classification performance on ordinal classifiers with 

unbalanced data composition is a challenge for researchers. 

Therefore it is necessary to apply the confusion matrix, Cohen 

Kappa, and Matthews correlation coefficient (MCC). A total 

of 40 datasets with multiple ordinal from various fields, 

including social sciences (16), life sciences (13), engineering 

Ingénierie des Systèmes d’Information 
Vol. 29, No. 1, February, 2024, pp. 161-167 

Journal homepage: http://iieta.org/journals/isi 

161

https://orcid.org/0000-0001-7951-639X
https://orcid.org/0000-0002-4372-6501
https://orcid.org/0000-0002-3606-436X
https://crossmark.crossref.org/dialog/?doi=10.18280/isi.290118&domain=pdf


 

(4), and other fields (7). Based on the results of classification 

performance measurements, it is known that MCC is able to 

outperform the confusion matrix and Cohen kappa [23]. Cohen 

Kappa was also considered suitable for measuring consistency 

between raters [22]. Cohen kappa is a descriptive statistic used 

to measure agreement between two raters [24]. According to 

[25], under certain conditions, the k-statistic is affected by two 

paradoxes, resulting in a biased estimate of the statistic itself. 

However, many researchers do not consider this paradox when 

they interpret the coefficients. Cohen kappa can be used to 

reduce bias and the amount of time required in the process of 

selecting studies. The feasibility of this iterative process was 

demonstrated in tertiary studies in software engineering. 

Cohen kappa can be utilized by researchers and students in the 

process of selecting studies when conducting SLRs and can 

reduce the bias and time required. In addition, research with 

few resources can be used [25]. Labeled data is used for 

classification tasks. Data labeling processes and consistency 

tests must be carried out before the classification task. The data 

labeling process needs to involve experts, because expert 

knowledge will ensure that data labeling can be done correctly. 

If the data labeling process is carried out haphazardly, it will 

definitely result in poor classification results. Some 

classification tasks whose results are not good can be 

influenced by the data labeling process and other possibilities 

[26]. However, based on a good data labeling process, it has 

been proven to produce good classification [27, 28]. So in this 

research, a data labeling process and consistency test were 

carried out using the Cohen Kappa method, to obtain good 

labeled data that can be used for classification tasks, especially 

aspect-based sentiment analysis. The related research is 

explained in detail in Section 2, the research stages are 

presented in Section 3, the results and discussion of the 

research are presented in Section 4, the conclusions and further 

research are explained in Section 5. 

 

 
2. RELATED WORK 

 

Previous research by Rau and Shih [29] applied the Cohen 

kappa method for the genre and nominal data analysis. The 

Cohen-kappa method is used to measure agreement or 

reliability inter-rater. Besides that, it is stated that Kappa can 

be used for macro or corpus structure analysis, and Kappa is 

not suitable for movement or component analysis. Cohen 

kappa is used for summative and normative analysis, first 

determining the inter-rater reliability (IRR) or inter-rater 

agreement (IRA) for genre analysis. Furthermore, trials of 

various methods of genre analysis on the nature of the rater, 

units, and categories to determine the possibility of a valid test. 

The statistical measures (units and agreements) to be used 

must be clearly stated in order to get a clear picture and correct 

results. 

Marlas et al. [30] used Cohen Kappa in the health sector 

diagnosing diseases suffered by neurological patients. A 

retrospective approach was used to evaluate the oligoclonal 

immunoglobulin bands (OCB) and K-index in 274 patients. 

The strategies used by categorizing the K-index include 

negative/low (<3.3), moderate (3.3-9.1), high (9.1-55), and 

very high (>55). Based on the trial results, it was stated that 

the K-index could be used for the diagnosis of multiple 

sclerosis (MS) as well as in clinically isolated syndrome (CIS) 

patients, besides that it could help evaluate the possibility of a 

patient being diagnosed with MS before starting therapy. The 

categories on the K-index can be adjusted according to needs 

and must be based on consensus recommendations from 

experts [30]. Cohen kappa was also used to assess the 

predictive coefficient of soil fertility class categories. Cohen 

Kappa proposed evaluating intra-rater reliability (IRRs) 

between two raters and using weighted Kappa to calculate the 

IRR. It was stated that the Cohen Kappa method could be used 

to evaluate IRR [31]. 

The Cohen kappa method has been used for Inter Annotator 

Agreement based on Twitter data analysis [32]. Until now, the 

Cohen Kappa method is still relevant for testing inter-rater 

consistency, especially for the domain of text data annotation 

which requires understanding from an expert (rater). Previous 

research annotated/labeled data from Twitter with therapeutic 

keywords, the data obtained was reviewed manually, and 

created an annotation guide to categorize the posts as positive, 

neutral or negative. The Cohen Kappa method was used for 

inter-annotation agreement. The results were in the form of a 

labeled dataset that could used for classification tasks and 

aspect-level sentiment analysis [33]. 

 

 

3. METHOD 

 

In this study, we used Python programming and SPSS 26 

tools. The proposed research stages are shown in Figure 1. 

More details are explained. 

 

3.1 Input 

 

This research uses a dataset obtained from the Indonesian 

marketplace in the form of product reviews. Data were 

obtained by scraper using Chrome Extensions Web Scraper. 

The data is in the form of a file with the .csv extension and is 

dirty. 

 

3.2 Process 

 

Preprocessing is used to clean the dataset. The 

preprocessing process uses stages (case folding, stop-word 

removal, stemming, tokenization, padding, and vectorization) 

[34]. Next, we extract the data to the graph using the stanza 

library dependency graph (http://stanza.run/(accessed on 9 

March 2023). After going through the extraction stage, 4.307 

data were obtained. The next stage was data labeling involving 

two linguists (raters). Each rater is given the same dataset to 

carry out labeling independently and can be accounted for. 

The Cohen kappa method is used to test consistency 

between assessors as in Eq. (1) [25, 35], and Table 1 is the 

interpretation of k values [36]. 

 

𝑘 =
Pr(𝑎) − Pr⁡(𝑒)

1 − Pr⁡(𝑒)
 (1) 

 

Pr(a)=percentage of the number of measurements that are 

consistent between raters. 

Pr(e)=percentage of the number of measurement changes 

between raters. 
 

3.3 Output 
 

The results of the consistency test between raters serve as a 

guideline for stating that labeled data can be agreed to be used 

for further research. An example of a labeled dataset is shown 

in Table 2. 
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Figure 1. Proposed research methods 

 

Table 1. Interpretation of k values 

 
Kappa Statistic Strength of Agreement 

<0.00 Poor 

0.00–0.20 Slight 

0.21–0.40 Fair 

0.41–0.60 Moderate 

0.61–0.80 Substantial 

0.81–1.00 Almost Perfect 

 

Table 2. An example of a labeled dataset 

 
Reviews Aspect Opinion True Tuple Sentiment Class Aspect 

Penjual responsif warna kusam pengiriman lambat  

(Responsive seller, dull color, slow delivery) 

Penjual 

(seller) 

Responsif 

(Responsive) 
1 1 

Pelayanan 

(Service) 

Penjual responsif warna kusam pengiriman lambat 
Warna 

(color) 

Kusam 

(dull) 
1 – 1 

Warna 

(Color) 

Penjual responsif warna kusam pengiriman lambat 
Pengiriman 

(delivery) 

Lambat 

(slow) 
1 – 1 

Pengiriman 

(Courier) 

 

Table 2 explains that the review, aspect, and opinion 

columns are generated from the code we developed using 

Python programming. The task of the raters is to fill in the true 

tuple, sentiment, and class aspects columns. Raters can fill the 

true tuple column with 1=aspect and 0=not aspect. The 

sentiment column is filled with 1=positive sentiment, – 

1=negative sentiment, and 0=non sentiment. Aspect class 

fields can be populated with material (bahan), size (ukuran), 

color (warna), sewing (jahitan), quality (kualitas), price 

(harga), delivery (pengiriman), and service (pelayanan). 

 

 

4. RESULT AND DISCUSSION 

 

The consistency test using the Cohen Kappa method was 

carried out according to the assessment results in the raters had 

carried out. The three columns of true tuple (aspect detection), 

sentiment (sentiment classification), and class aspect that each 

rater has filled in will be tested for consistency. 

 

4.1 Aspect detection 

 

We do a consistency test for the true tuple column in aspect 

detection. The results are shown in Table 3. 

Based on Table 3, it can be seen that there were 654 data 

labeled as non-aspect by Rater1 and Rater2. A total of 106 data 

were labeled as aspect by Rater1 and labeled as non-aspect by 

Rater2. A total of 3.556 data is labeled aspect by Rater1 and 

Rater2. The total data labeled as non-aspect by Rater1 is 645, 

and 3.662 are labeled as aspect. The total data labeled as non-

aspect by Rater2 is 751, and 3.556 are labeled as aspect. So 

that the total data that the raters have labeled is 4.307. The 

results are shown in Figure 2. 
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Figure 2. The results of labeling inter-raters for aspect detection 

 

Table 3. Aspect detection crosstabulation 

 
Count 

 
Rater2 

Total 
.00 1.00 

Rater1 
.00 645 0 645 

1.00 106 3556 3662 

Total 751 3556 4307 

 

Table 4. The result of the measure of agreement from aspect 

detection 

 

 Value 

Asymptotic 

Standard 

Error 

Approxima

te T 

Approximate 

Significance 

Measure of 

Agreement 
Kappa 0.909 0.009 59.933 .000 

N of Valid Cases 4307    

 

Table 4 is the result of the calculation of the Cohen-kappa 

method, the value of Kappa=0.909. Based on the guidelines in 

Table 1, the aspect detection labeling carried out by the raters 

resulted in an almost perfect agreement. The kappa value is 

obtained from the Measure of Kappa Agreement value. The 

Kappa of 0.909 indicates almost perfect agreement between 

the raters for aspect detection. 

 
4.2 Sentiment classification 

 

We carry out a consistency test for the sentiment column in 

the sentiment classification, as shown in Table 5. 

 

Table 5. Sentiment classification crosstabulation 

 
Count 

 
Rater2 

Total 
-1.00 .00 1.00 

Rater1 

-1.00 1669 129 0 1798 

.00 2 685 0 687 

1.00 9 153 1660 1822 

Total 1680 967 1660 4307 

 

Based on Table 5, it can be seen that Rater1 and Rater2 

labeled negative for 1.669 data, labeled positive for 1.660 data, 

and 685 labeled non-sentiment. There are 2 data labeled as 

non-sentiment by Rater1 and negatively labeled by Rater2. 9 

data labeled positive by Rater1 and labeled negative by Rater2. 

129 data labeled as non-sentiment by Rater2 and negatively 

labeled by Rater1. There are 153 data labeled as non-sentiment 

by Rater2 and positive by Rater1. A total of 1.798 data are 

labeled negative, 1.822 data are labeled positive, and 687 are 

labeled non-sentiment by Rater1. A total of 1.680 data are 

labeled negative, 1.660 data are labeled positive, and 967 data 

are labeled non-sentiment by Rater2. So that the total data that 

the raters have labeled is 4.307. The results are shown in 

Figure 3. 

Table 6 is the result of the calculation of the Cohen-kappa 

method, the value of Kappa=0.893. Based on the guidelines in 

Table 1, the raters sentiment classification labeling resulted in 

an almost perfect agreement. The kappa value is obtained from 

the Measure of Kappa Agreement value. The Kappa of 0.893 

indicates almost perfect agreement between the raters for 

sentiment classification. 

 

4.3 Class aspect 

 

We did a consistency test for the class aspect column. The 

results are shown in Table 7. Based on Table 7, it can be seen 

that Rater1 and Rater2 labeled materials for 1.265 data, labeled 

prices for 203 data, labeled sewing for 113 data, labeled 

quality for 232 data, labeled service for 483 data, labeled 

delivery for 276 data, labeled size for 467 data, labeled color 

for 531 data, and 634 labeled non-aspect. There are 26 data 

labeled as material by Rater1 and non-aspect labeled by Rater2. 

There are 4 data labeled as price by Rater1 and non-aspect by 

Rater2. There are 10 data labeled as sewing by Rater1 and non-

aspect by Rater2. There are 8 data labeled as quality by Rater1 

and non-aspect by Rater2. There are 20 data labeled as service 

by Rater1 and non-aspect by Rater2. There are 7 data labeled 

as delivery by Rater1 and non-aspect by Rater2. There are 12 

data labeled as size by Rater1 and non-aspect by Rater2. There 

are 16 data labeled in color by Rater1 and non-aspect labeled 

by Rater2. So the total data labeled by raters is 4.307, as shown 

in Figure 4. 

Table 8 is the result of the calculation of the Cohen-kappa 

method, the value of Kappa=0.971. Based on the guidelines in 

Table 1, the class aspect labeling carried out by the raters 

resulted in an almost perfect agreement. The kappa value is 

obtained from the Measure of Kappa Agreement value. The 

Kappa of 0.971 indicates almost perfect agreement between 

the raters for class aspect. 
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Table 6. The result of the measure of agreement from sentiment classification 

 

 Value 
Asymptotic Standard 

Errora 
Approximate Tb 

Approximate 

Significance 

Measure of Agreement Kappa 0.893 0.006 80.630 .000 

N of Valid Cases 4307    

 

Table 7. Class aspect crosstabulation 

 
Count 

 
Rater2 

Total 
0 Bahan Harga Jahitan Kualitas Pelayanan Pengiriman Ukuran Warna 

Rater1 

0 634 0 0 0 0 0 0 0 0 634 

bahan 26 1265 0 0 0 0 0 0 0 1291 

harga 4 0 203 0 0 0 0 0 0 207 

jahitan 10 0 0 113 0 0 0 0 0 123 

kualitas 8 0 0 0 232 0 0 0 0 240 

pelayanan 20 0 0 0 0 483 0 0 0 503 

pengiriman 7 0 0 0 0 0 276 0 0 283 

ukuran 12 0 0 0 0 0 0 467 0 479 

warna 16 0 0 0 0 0 0 0 531 547 

Total 737 1265 203 113 232 483 276 467 531 4307 

 

Table 8. The result of the measure of agreement from a class aspect 

 
 Value Asymptotic Standard Errora Approximate Tb Approximate Significance 

Measure of Agreement Kappa 0.971 0.003 153.616 0.000 

N of Valid Cases 4307    

 

  
 

Figure 3. The results of labeling inter-raters for sentiment classification 

 

  
 

Figure 4. The results of labeling inter-raters for class aspect 
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Table 9. The overall results of the kappa value 

 
Tasks Kappa Value 

Aspect detection 0.909 

Sentiment classification 0.893 

Class aspect 0.971 

 

The kappa value for the class aspect is the highest compared 

to aspect detection and sentiment classification as shown in 

Table 9. There are several possibilities that influence the kappa 

value, for example the data presented to the rater is difficult to 

read or understand (not yet through preprocessing), the 

labeling guidelines are unclear, the labeling categories are not 

yet understood by the rater, and it is possible that the scientific 

fields between the raters are different. The existence of 

differences between raters is normal, but if the kappa value is 

too small, it indicates that the possibilities mentioned above 

have been experienced. Therefore, the data presentation 

process, labeling guidelines and discussions between raters 

and researchers need to be carried out before labeling the data. 

Especially for the class aspect, it produces the highest kappa 

value because there are no significant differences in labels 

from the raters. The raters are firm and consistent in labeling 

the class aspect column. In addition, the data presented by 

researchers has gone through preprocessing and sentence 

extraction, making it quite easy for raters to read and 

understand. 

Looking at the overall kappa value, it is known that this 

study obtained better kappa results than previous studies [32], 

In addition, the kappa value obtained from this study is 

superior to that [33]. So the labeling results in the form of a 

dataset can be used for classification tasks, especially to 

develop the ABSA model, and we have used these results to 

develop the Indonesian ABSA model with good performance 

results [27]. 

 

 

5. CONCLUSIONS 

 

This study has applied the Cohen Kappa method for inter-

rater consistency tests. A total of 4.307 data were obtained 

from scraper results from reviews of the Indonesian online 

marketplace. Data preprocessing is used to clean, and graph 

extraction is used to simplify the labeling process. We involve 

two linguists to do the labeling. Inter-rater labeling was tested 

for consistency, and the calculation results obtained 

Kappa=0.909 for aspect detection, kappa=0.893 for sentiment 

classification, and kappa=0.971 for class aspect. Based on the 

measure of agreement theory, the labeling results are stated to 

be almost perfect agreement. It is important to get perfect 

consistency test results, because labeled data will be used for 

classification tasks, with a good dataset it is likely that you will 

get classification results with good performance. The 

challenges experienced in this research include the process of 

determining raters who must be experts in their field, 

discussing data with the raters, creating guidelines and 

agreements between raters. Researchers experienced 

limitations with the amount of data obtained and it only came 

from one marketplace. However, the results of this research 

can be used for classification tasks and in particular 

developing aspect-based sentiment analysis models. Future 

research can develop review data annotation with a larger 

amount of data sourced from various marketplaces and can 

apply the results of this research to various classification tasks. 
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