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The incidence rate of breast cancer (BC) is progressively increasing worldwide, and early 

diagnosis can help reduce the mortality rate. Ultrasound imaging, a cost-effective imaging 

technique, is widely used for initial screening of patients suspected of having breast cancer. 

Categorizing breast ultrasound images into benign and malignant classes is crucial for 

planning appropriate treatment strategies to combat BC. This research proposes a 

Convolutional Neural Network (CNN) framework to classify breast ultrasound images. This 

framework comprises the following stages: (i) image collection and resizing, (ii) CNN 

segmentation to extract the cancerous region, (iii) deep feature mining, (iv) extraction of 

handcrafted features, (v) selection of optimal features based on the Firefly algorithm (FA) 

and serial concatenation of features to create the feature vector, and (vi) performance 

evaluation and validation. The proposed classification task is executed using (i) deep-

feature-based classification and (ii) integrated deep and handcrafted (hybrid) features. 

Experimental outcomes confirm that the ResNet18-based deep features achieve a 

classification accuracy of 91% with the SoftMax classifier, while the proposed hybrid 

features provide a classification accuracy of 99.50% with the K-Nearest Neighbor (KNN). 

These results underscore the significance of the proposed scheme. 
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1. INTRODUCTION

In the modern era, numerous facilities exist to enhance 

human living conditions. Despite significant medical 

advancements, cancer incidence continues to rise due to 

various unavoidable factors. Early detection and treatment can 

significantly improve disease prognosis [1-3]. Typically, 

cancer is caused by abnormal cell or tissue growth and 

standard treatment methodologies include medication, 

radiotherapy, chemotherapy, and surgery. Early-stage cancer 

(benign) can often be treated with medication and 

chemotherapy, while advanced cancer (malignant) often 

requires more complex treatment procedures, including 

surgery [4, 5]. 

In 2020, cancer caused over 10 million deaths worldwide, 

accounting for nearly one-sixth of all deaths. According to the 

World Health Organization (WHO) report for 2020, cancer has 

emerged as one of the leading causes of death. Breast cancer 

(2.26 million), lung cancer (2.21 million), colorectal cancer 

(1.93 million), prostate cancer (1.41 million), and skin cancer 

(1.2 million) are the most commonly diagnosed cancers [6]. 

Despite the implementation of necessary treatments, cancer 

remains a leading cause of death, with the WHO report 

confirming 685,000 deaths from breast cancer alone. Recently, 

the WHO established a women's health chatbot to disseminate 

information about breast cancer. It is available in multiple 

languages, including English, Greek, Hungarian, Russian, and 

Ukrainian, with plans to add more languages in the future [7]. 

To detect breast cancer (BC) at early stages, several 

screening procedures have been developed due to its rapid 

incidence and high fatality rate. Standard BC screening 

procedures include physical examination to identify 

irregularities in the breast, biomedical imaging-supported 

analysis, and needle biopsy for confirming the severity of BC. 

Once the exact stage of cancer is determined, appropriate 

treatment procedures such as medication, chemotherapy, and 

surgery are implemented to treat the patient. 

Biomedical imaging-supported examinations are one of the 

most widely used screening methodologies for BC. 

Techniques such as Magnetic Resonance Imaging [8, 9], 

Thermal Imaging [10, 11], and Ultrasound Imaging (UI) [12] 

are extensively used to detect the disease and its severity. UI, 

a recently developed non-invasive procedure, is a powerful 

tool for early BC detection. Prior research has confirmed that 

UI helps detect early and acute forms of cancer with better 

accuracy than other methods. The image recording process of 

UI is straightforward and requires just a simple ultrasound 

transmitter-receiver setup to capture the breast section and 

detect abnormalities. 

Convolutional Neural Network (CNN) supported schemes 
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have shown promising results in the literature. This research 

proposes a CNN approach integrating segmentation and 

classification methods. The stages of this scheme include data 

collection and initial processing, ResUNet-supported breast 

tumor segmentation, handcrafted feature extraction, deep 

feature extraction, Firefly Algorithm (FA) based feature 

optimization and integration of deep and handcrafted features, 

and finally, classification and validation. 

To validate the performance of the developed scheme, this 

work implements the classification task using individual deep 

features and integrated deep and handcrafted features. The 

proposed work considers pretrained CNN models such as 

AlexNet, VGG16, VGG19, ResNet18, ResNet50, and 

ResNet101. Initially, the classification task is executed using 

the SoftMax classifier, and the CNN model providing the best 

classification result is considered for further analysis. This 

work also considers handcrafted features like Local Binary 

Patterns (LBP) and Discrete Wavelet Transform (DWT) 

features collected from the resized UI, as well as the Gray 

Level Co-occurrence Matrix (GLCM) mined from the 

segmented tumor. The optimized features of the CNN and the 

handcrafted features are then serially integrated to create a new 

feature vector for better benign and malignant classification. 

This work considers a binary classification with a five-fold 

cross validation and the achieved results with individual and 

integrated features are separately analyzed. The result of this 

study confirms that the individual deep feature of ResNet18 

achieves a 91.50% accuracy with deep features and the 

SoftMax classifier. The integrated feature provides a 99.50% 

accuracy with the K-Nearest Neighbor (KNN) classifier. This 

result confirms that the ResUNet and ResNet18-based 

classification provides superior results. 

The contributions of this research include: 

1. Detection of benign and malignant breast cancer 

using integrated CNN segmentation and 

classification. 

2. Implementation of ResUNet-based segmentation and 

ResNet18-based classification. 

3. Firefly algorithm-based feature selection and hybrid 

feature-supported classification executed on UI 

database. 

This research is organized as follows: Section 2 presents 

related works, Section 3 outlines the methodology, and 

Sections 4 and 5 provide results and conclusions, respectively. 

 

 

2. RELATED WORKS 

 

The incidence rate of breast cancer (BC) in women is 

escalating globally due to a multitude of factors, including age, 

heredity, and personal habits such as obesity, delayed 

pregnancy, alcohol consumption, and having children at a later 

age [13-15]. Clinical-level screening of BC typically employs 

a chosen biomedical imaging modality, with ultrasound 

imaging (UI) being a commonly adopted approach in hospitals. 

Previous research on UI-based examinations validates the 

efficacy of this imaging modality in classifying BC into benign 

and malignant categories, which aids in strategizing and 

executing the appropriate treatment plans. A selection of UI-

supported BC detection methods available in the literature is 

presented in Table 1. These prior studies affirm that UI-based 

diagnosis is instrumental in achieving superior results in BC 

classification. 

 

Table 1. An overview of medical imaging schemes for the 

detection of breast cancer 

 
Reference Examination Procedure 

Rajinikanth et 

al. [16] 

Non-invasive Thermal Imaging (TI) 

methodology is presented for automatic 

detection of BC using machine learning. 

Dey et al. [17] 

The use of ML to detect early/acute BC is 

presented with the application of the TI, and 

this work has demonstrated detection accuracy 

more than 90%. 

Fernandes et 

al. [18] 

It has been demonstrated that by using the TI, 

an assessment of abnormal breast regions using 

joint thresholding and segmentation can be 

provided. 

Thanaraj et al. 

[19] 

In this paper, Shannon's entropy is used to 

automatically segment BC lesions in UI by 

combining level-set segmentation with 

Shannon's entropy. 

Ilesanmi et al. 

[20] 

Using an enhanced deep learning scheme, we 

present an automatic method for automatically 

extracting the BC lesion from UI. 

Meraj et al. 

[21] 

The purpose of this work is to perform U-Net 

segmentation and deep-feature based 

classification of the user interface (UI) in order 

to detect the BC and achieve a classification 

accuracy of over 98%. 

Irfan et al. 

[22] 

This work implemented parallel feature fusion 

approach to detect the BC in UI and achieved 

an accuracy of 98.97% 

Jabeen et al. 

[23] 

This work implemented probability-based 

optimal deep features fusion to classify the UI 

to recognize the BC and its category. This work 

provided a overall classification accuracy of 

99.1%. 

Vijayakumar 

et al. [24] 

Implementation of ML based BC detection 

using the UI is presented and the Mayfly-

Algorithm selected optimal features are 

adopted. This work provided a classification 

accuracy of >91%. 

Zhou et al. 

[25] 

This work presented computerized 

segmentation and classification of BC tumors 

in 3D UI using multi-task learning 

methodology. 

Lei et al. [26] 
Mask scoring R‐CNN supported segmentation 

of the BC tumor in 3D UI is presented. 

Sehgal et al. 

[27] 

This work presents the review of the methods 

available to analyze the breast UI. 

 

The studies discussed in Table 1 indicate that UI-based BC 

detection requires a carefully designed image examination 

framework. Research by Irfan et al. [22] illustrates that 

integrating CNN segmentation and classification yields better 

results during image-supported disease detection. Therefore, 

this proposed research also adopts a similar approach to 

segment the BC region from the UI, and subsequently 

classifies the test images into benign or malignant based on the 

tumor dimensions. 

 

 

3. METHODOLOGY 

 

The success of an automatic disease detection depends on 

the methodology designed and implemented to examine the 

chosen medical images. This section presents the procedures 

executed in the UI based BC detection task. 
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3.1 Implemented scheme 

 

As shown in Figure 1, the proposed scheme uses CNN 

segmentation (ResUNet) and classification to detect BC 

classes using user interfaces. As a first step, the resized test 

images and ground-truths (GTs) are considered to train the 

ResUNet. The trained ResUNet scheme is then considered to 

extract the tumor section from the chosen UI database and 

these sections are then considered to mine the tumor features 

using GLCM.  

The deep features from test images are mined using the 

chosen pretrained model and the handcrafted features are then 

mined using LBP and DWT. The handcrafted features, like 

GLCM, LBP and DWT are integrated together to form a real 

handcrafted feature vector. In order to reduce the deep and 

handcrafted features vector, this work considers the FA 

algorithm and the reduces features are serially integrated 

together to generate a new feature vector. The deep 

handcrafted (hybrid) future vector is then considered to 

classify the chosen UI images into benign and malignant class. 

 

 
 

Figure 1. CNN supported scheme to detect the BC from the 

ultrasound imagery 

 

 

 

3.2 Image database 

 

The clinical-grade medical image choice is essential to 

bridge the gap between theoretical and practical research work. 

In this work, the clinical grade breast UI provided by Al-

Dhabyani et al. [28] is used for the assessment. Before the 

assessment, the necessary picture augmentation is 

implemented to increase the number of test images to 1000 

(500 benign and 500 malignant classes). Initially, each picture 

and GT are resized to 512×512×1 pixels to train and test the 

ResUNet, and the necessary tumor section from every image 

is extracted. Later, the classification task is executed with 80% 

images (400+400=800 images) to train the proposed system 

and 20% of images (100+100=200 images) to validate the 

performance. The necessary details of the images are depicted 

in Table 2, and the example images are shown in Figure 2. 
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Figure 2. Sample breast ultrasound images of this study 
 

Table 2. Images used in the proposed research work 
 

Class 

Images 

Total 

(100%) 

Training 

(80%) 

Validation 

(20%) 

Benign 500 400 100 

Malignant 500 400 100 

 

 
(a) Benign 
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(b) Malignant 

 

Figure 3. DWT enhanced breast ultrasound pictures 

 

3.3 ResUNet 

 

The segmentation task is widely employed in the medical 

image evaluation domain to mine and assess the abnormality. 

However, the recent works confirm that the CNN 

segmentation helps get better results than the conventional 

abnormality extraction tasks. Hence, this work implemented 

the ResUNet scheme to segment the breast tumor with better 

accuracy. In ResUNet, a decoder-encoder based on the 

ResNet18 scheme is implemented to learn the lesion section 

from the test image and the GT. After appropriate learning, the 

lesion section is mined with better accuracy, and this mined 

lesion is then considered to get the DWT and GLCM features 

as discussed in studies [29-35]. The earlier segmentation 

works which employ the ResUNet segmentation can be 

accessed from studies [36, 37]. 
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Figure 4. LBP enhanced breast ultrasound pictures 

 

3.4 Feature extraction 

 

Based on the features considered during the classification 

task, automatic disease diagnosis performs better. A recent 

study by Vijayakumar et al. [24] shows that the DWT and LBP 

feature improves classification accuracy when used with the 

Mayfly Algorithm. To get the necessary information from the 

breast UI, DWT [38-40], GLCM [41, 42], and LBP [43, 44] 

are considered. This scheme extracts not just these features, 

but also deep features. Figures 3 and 4 show DWT and LBP 

enhanced images, and you can find the theoretical background 

in studies [39, 40, 43, 44]. LBP in this work is based on the 

methodology proposed by Gudigar et al. [43], in which the 

weight (W) is varied from 1 to 4. Figure 3(a) and (b) present 

the DWT enhanced images from which the DWT features of 

dimension 1×1×160 are extracted from all the images 

(Approximation, Horizontal, Vertical and Diagonal 

coefficients). Later 1×1×236 features are then extracted from 

the LBP images shown in Figure 4. Along with these features, 

1×1×23 GLCM features are also computed. 

The handcrafted and deep-features mined in his work is 

presented below as in Eqs. (1) to (8): 

 

𝐴𝑝𝑝𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛 (1×1×40)

= 𝐷𝑊𝑇1(1,1), 𝐷𝑊𝑇1(1,2), . . . , 𝐷𝑊𝑇1(1,40) 
(1) 

  

𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 (1×1×40)

= 𝐷𝑊𝑇2(1,1), 𝐷𝑊𝑇2(1,2), . . . , 𝐷𝑊𝑇2(1,40) 
(2) 

 

𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 (1×1×40)

= 𝐷𝑊𝑇3(1,1), 𝐷𝑊𝑇3(1,2), . . . , 𝐷𝑊𝑇3(1,40) 
(3) 

 

𝐷𝑖𝑎𝑔𝑜𝑛𝑎𝑙 (1×1×40)

= 𝐷𝑊𝑇4(1,1), 𝐷𝑊𝑇4(1,2), . . . , 𝐷𝑊𝑇4(1,40) 
(4) 

 

𝐷𝑊𝑇 (1×1×160) = 𝐷𝑊𝑇1 (1×1×40) + 𝐷𝑊𝑇2 (1×1×40)

+ 𝐷𝑊𝑇3 (1×1×40)

+ 𝐷𝑊𝑇4 (1×1×40) 

(5) 
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𝐿𝐵𝑃 (1×1×236) = 𝐿𝐵𝑃1 (1×1×59) + 𝐿𝐵𝑃2 (1×1×59)

+ 𝐿𝑁𝐵𝑃3 (1×1×59)

+ 𝐿𝐵𝑃4 (1×1×59) 

(6) 

 

𝐻𝑎𝑛𝑑𝑐𝑟𝑎𝑓𝑡𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 (1×1×399) 

= 𝐷𝑊𝑇 (1×1×160) + 𝐿𝐵𝑃 (1×1×236) + 𝐺𝐿𝐶𝑀 (1×1×23) 
(7) 

 

𝐷𝑒𝑒𝑝 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 (1×1×1000)

= 𝐷𝐿(1,1), 𝐷𝐿(1,2), . . . , 𝐷𝐿(1,1000) 
(8) 

 

Eqs. (1) to (4) presents the DWT features and Eq. (5) shows 

the combined DWT features. Eq. (6) presents the LBP feature 

and Eqs. (7) and (8) shows the overall handcrafted and deep 

features of this research. These features are then optimized 

with FA and the optimized features are consecutively 

integrated to acquire the hybrid feature vector. 

 

3.5 Feature reduction 

 

FA is a nature-inspired heuristic method developed by Yang 

and published in 2008 [45]. As a consequence of its merit and 

high level of optimization accuracy, FA has been widely 

adopted and adopted by researchers to find solutions to several 

optimization problems [46-48].  

The mathematical expression of the FA is depicted below: 

Let us consider, in a search space, there exist two groups of 

fireflies, like i and j. Due to its attractiveness, the firefly i will 

move close to j, and this procedure can be demoted as follows: 

 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + 𝛽0𝑒−𝛾𝑑𝑖𝑗
𝑡

(𝑋𝑗
𝑡 − 𝑋𝑖

𝑡) + 𝐿𝐹 (9) 

 

where, 𝑋𝑖
𝑡=early place of firefly i, 𝑋𝑗

𝑡=early place of firefly j, 

LF=Levy walk, β0=attractiveness coefficient, γ=light 

absorption coefficient and 𝑑𝑖𝑗
𝑡 =Cartesian distance (CD) 

between flies. 

The fireflies try to find the CD between benign and 

malignant images during the feature optimization task. It's 

important to consider the feature with the maximal CD, and to 

discard the ones with a minimal CD. Figure 5 illustrates the 

concept of FA-supported feature reduction, and similar 

procedures can be found elsewhere [49, 50]. There are 30 flies 

in this work, 1500 iterations, and maximum CD as guiding 

parameter. 

 

 
 

Figure 5. FA based feature reduction 

 

In this work, the FA-supported reduction provided 1×1×173 

handcrafted and 1×1×411 depth features, and the serial 

combination of these values provided the hybrid feature vector 

as presented in Eq. (10): 

𝐻ybrid 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 (1×1×584)

= 𝐻𝑎𝑛𝑑𝑐𝑟𝑎𝑓𝑡𝑒𝑑 (1×1×173)

+ 𝐷𝑒𝑒𝑝 (1×1×411) 

(10) 

 

This feature vector is then used for training the classifier. 

 

3.6 Classification and validation 

 

UI sections are segmented with ResUNet and compared 

with GTs. Hybrid features are applied for UI classification. To 

classify benign/malignant UI sections, the SoftMax classifier 

is applied first. The merit of implemented scheme is validated 

with available binary classifiers, like Naïve-Bayes (NB), 

Decision-Tree (DT), Random-Forest (RF), K-Nearest 

Neighbor (KNN), and Support-Vector-Machine (SVM with 

linear/RBF kernels. The primary metrics, like True-Positive 

(TP), False-Negative (FN), True-Negative (TN), and False-

Positive (FP) are initially obtained. To appraise the 

performance of this scheme, Jaccard (JA), Dice (DI), 

Accuracy (AC), Precision (PR), Sensitivity (SE), Specificity 

(SP), and F1-Score (FS) are computed as in Eqs. (11) to (17) 

[51-57]: 

 

𝐽𝐴 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
  (11) 

 

𝐷𝐼 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  (12) 

 

𝐴𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (13) 

 

𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (14) 

 

𝑆𝐸 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (15) 

  

𝑆𝑃 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (16) 

 

𝐹𝑆 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑁+𝐹𝑃
  (17) 

 

 

4. EXPERIMENTAL RESULTS 

 

Investigational examination of planned framework using 

Intel i5 processor, 16GB RAM, and 2GB VRAM set with 

Python® is conducted. 

In this scheme, CNN segmentation is done using a pre-

trained ResUNet scheme, and CNN classification is done with 

the extracted breast tumor to mine GLCM features. The result 

is shown in Figure 6. In Figure 6, the sample images and GT 

that were used to train the scheme are presented (a), and the 

accuracy and loss values are shown (b) and (c). This system 

was trained and validated to be >99% accurate and Fig 6(b) 

shows the mined tumor and its image. 

Following mining of the sample images and segmentation 

of the tumor, Table 3 provides the necessary metrics for 

computation of the metrics listed in Table 3. As a result of the 

proposed scheme, the tumor section can be mined with greater 

accuracy. Table 3 indicates that segmentation accuracy is 

greater than 97%. These images are considered for the GLCM 

features analysis. Figure 7 presents segmented results 

achieved with few chosen sample images (Figure 7(a) to (d)).
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(a) Training 

 
(b) Accuracy     (c) Loss 

 
(d) ResUNet segmentation 

 

Figure 6. CNN Segmentation 
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Table 3. Segmentation outcome achieved with ResUNet 
 

Method TP FN TN FP JA DI AC PR SE SP 

Im1 86577 2668 169683 3216 93.6362 96.7135 97.7554 96.4184 97.0105 98.1400 

Im2 15595 1360 244275 914 87.2741 93.2046 99.1325 94.4636 91.9788 99.6272 

Im3 14176 1947 245580 441 85.5832 92.2316 99.0891 96.9830 87.9241 99.8207 

Im4 15276 2010 244144 714 84.8667 91.8139 98.9609 95.5347 88.3721 99.7084 
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 (a) Im1 (b) Im2 (c) Im3 (d) Im4 

 

Figure 7. Sample images and the achieved outcome 

 

With the SM classifier and deep features, Table 4 presents 

the classification performance of the considered deep learning 

schemes. Using a 5-fold cross-validation, this study confirms 

that ResNet18 provides a higher detection accuracy (91%) 

than other methods. As a result, ResNet18 is considered in this 

study for assessment, and other DL schemes are excluded. The 

ResNet18 features are then optimized using FA, and then 

combined with handcrafted features to produce new hybrid 

features, as shown in equation 1. Based on this feature vector, 

the proposed scheme is used to examine BC detection and the 

results are depicted in Table 5. 

 
(a) Trial image 

 
(b) Conv1        (c) Conv2 

 
(c) Conv3        (d) Conv4 

 

Figure 8. Convolutional layer outcomes of ResNet18 for a 

chosen sample test image  
 

 
(a) Accuracy              (b) Loss 

 
(c) Confusion matrix          (d) RoC curve 

 

Figure 9. Obtained result with the hybrid image features 
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Table 4. Performance evaluation of pre-trained deep-learning schemes 

 
Method TP FN TN FP AC PR SE SP FS 

AlexNet 89 11 87 13 88.00 87.25 89.00 87.00 88.12 

VGG16 90 10 88 12 89.00 88.23 90.00 88.00 89.11 

VGG19 89 11 89 11 89.00 89.00 89.00 89.00 89.00 

ResNet18 90 10 92 08 91.00 91.83 90.00 92.00 90.91 

ResNet50 88 12 91 09 89.50 90.72 88.00 91.00 89.34 

ResNet101 89 11 88 12 88.50 88.12 89.00 88.00 88.56 

 

Table 5. Performance assessment of hybrid feature based classification of UI to detect BC 

 
Method TP FN TN FP AC PR SE SP FS 

SM 92 8 94 6 93.00 93.88 92.00 94.00 92.93 

NB 91 9 95 5 93.00 94.79 91.00 95.00 92.86 

DT 94 6 96 4 95.00 95.91 94.00 96.00 94.95 

RF 95 5 97 3 96.00 96.94 95.00 97.00 95.96 

KNN 99 0 100 1 99.50 99.01 100 99.01 99.50 

SVM-L 98 2 98 2 98.00 98.00 98.00 98.00 98.00 

SVM-RBF 97 3 99 1 98.00 98.98 97.00 99.00 97.98 

 

Table 6. Performance comparison of the proposed scheme 

with existing works 

 
Method Accuracy (%) 

Meraj et al. [21] 98.61 

Irfan et al. [22] 98.97 

Jabeen et al. [23] 99.10 

Sahu et al. [58] 98.13 

Cruz-Ramos et al. [59] 97.60 

Raza et al. [60] 99.35 

Proposed work 99.50 

 

 
 

Figure 10. Glyph-Plot to show the overall performance of 

classifiers 

 

Figure 8 shows the processed images collected from each 

convolution layer. Figure 8(a) shows the sample test image for 

demonstration, and Figure 8(b) to (e) shows the results 

achieved from each convolution layer. The KNN classifier's 

outcome is shown in Figure 9. Figure 9(a) and (b) show the 

accuracy and loss function during training and validation. This 

result confirms the merit of the proposed scheme. Figure 9(c) 

shows the confusion matrix, and Figure 9(d) shows the RoC 

curve. This table also demonstrates the effectiveness of the 

proposed scheme in detecting BC from UI with improved 

overall performance when compared with other binary 

classifiers. As shown in Figure 10, the KNN performs better 

than other study classifiers. The significance of the proposed 

methodology is confirmed based on the comparative 

assessment of earlier works in the literature. 

A comparison of the best results from the present study 

(KNN-classifier) against the best results of the earlier works is 

shown in Table 6, and this comparison confirms that the 

proposed scheme provides better result compared to the 

chosen earlier studies. In the future, the proposed research 

work can be considered to examine the breast UI collected 

from the hospitals. 

 

 

5. DISCUSSIONS 

 

Using the ResUNet supported scheme to examine BC data 

from the user interface, the proposed research integrates CNN 

segmentation and classification to improve the accuracy of the 

analysis. As a first step, CNN segmentation is implemented in 

Figure 6 and the results are presented. The proposed scheme 

results in a better training and validation outcome, since it 

extracts the BC section from the user interface in both the 

benign and malignant classes accurately, as shown in Figure 7. 

A binary classification accuracy of 99.50% is achieved when 

the KNN classifier is used in the classification task 

implemented with the ResNEt18 scheme using the deep, DWT, 

GLCM and LBP features, as shown in Figure 8, for the 

classification task implemented with the ResNEt18 scheme. 

With other related works as illustrated in Table 6, which is also 

a confirmation of the merit of the proposed research work, the 

merit of the proposed scheme can be verified. This scheme has 

some limitations, such as the need to resize each image and 

GT to a certain size in order to fit into the CNN approach that 

has been considered. A major advantage of the proposed 

scheme is the fact that it implements a pretrained CNN model, 

which is a simpler method than modelling a CNN from scratch. 

Also, as compared to the existing schemes, the achieved 

results are much better. 
 

 

6. CONCLUSIONS 

 

The proposed research aims to develop an accurate scheme 

to classify the breast Uis into benign and malignant class using 

the pretrained deep learning scheme. This work integrated the 

CNN segmentation implemented using ResUNet and CNN 

classification with the ResNet18 features to achieve an 

improved classification accuracy. Along with the deep-

features, this work also considered the well known handcrafted 

features, like LBP, DWT and GLCM and these features are 

optimized using the FA to avoid the overfitting issue. The 

experimental investigation of this provides a classification 

accuracy of 99.50% when the KNN classifier along with the 
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hybrid features are implemented. This study confirms that the 

integration of the CNN segmentation and classification helps 

to achieve a better classification accuracy and in future, the 

developed tool can be tested and verified using the real clinical 

images. 
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