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Pilocytic astrocytoma is a type of tumor related lower-grade glioma (LGG). This brain tumor 

is more difficult to detect, and treat compared to higher grade gliomas. To understand the 

complexity of LGGs and related disease of epilepsy and cancer, this study proposes genomic 

cluster-shape feature selection, feature extraction and segmentation methods. The MRI 

images provides genomic information of DNA sequencing and gene expression by heat map 

and feature selected by correlation coefficient of p>0.9. The support vector classifier (SVC) 

and gaussian kernel (GK) used to quantify the linear relation between two variables, and to 

measure the similarity between two datapoints with high-dimensional space. The twenty-

three relevant features are selected by Random Forest classifier and compared with 

univariate, recursive feature elimination, and principal component analysis method. The 

semantic segmentation by UNet has encoder captures context information and decoder 

enables the precise localisation of the object. The ResNext50 incorporates a cordiality 

parameter, which used to capture the fine-grained features. The UNet with ResNext50 

backbone enhance the performance matrix. The calculated metrics of SVC with GK of 

selected features (90.05%) were higher than without selected features (63.63%). The feature 

extraction process by random forest classifier with univariate analysis (85.1%) and recursive 

feature elimination method (85.71%), and with cross-validation achieving an accuracy of 

95.2%. The cross-validation (CV) is used to validate the features, with each combination of 

k folds being multiplied with different batch sizes and numbers of epochs (80.7%, 90.1%, 

92.7%, 96.7%, and 95.6%). The segmentation dice score of UNet (72.13%) and UNet with 

ResNext50 backbone (89.7%) were used to compare the performance of these features. This 

study used a dataset of LGG patients and found that their improved segmentation accuracy 

by up to 9.7% compared to earlier analysis of UNet with other residual network and gives 

the valuable insight of features associated with tumors and reduce the complexity of 

treatment. 
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1. INTRODUCTION

Pilocytic astrocytomas occur in 84% of people, who aged 

between 0-19 years and starts like a benign, low-grade gliomas 

[1]. These tumors are typically located in the posterior fossa 

and must be completely resected by effective treatment [2]. 

The genomic expression and feature selection of MRI images 

are used for tumor diagnostics and treatment planning [3]. The 

genomic cluster-shape feature correlation combines the 

information of both the genomic and imaging modalities of 

tumor characteristics. The features extracted from the images 

are used to generate a correlation map. This map can then be 

used to identify regions of the tumor by selecting the most 

relevant features, which include DNA mutation, cocluster, 

mRNA, swarm plot, heatmap. DNA mutation is used to 

identify mutated genes that may be associated with a disease 

or phenotype. Cluster of Cluster (CoC) cluster group the genes. 

mRNA analyze the specific genes. Swarm plot and heatmap 

are used to visualize the relationship of gene expression. SVC 

with gaussian kernel is used to classify data points and predict 

the outcome of a particular gene. Pearson correlation map 

identify relationships between different gene expressions. The 

combination of feature selection and SVC with kernel can 

improve the accuracy and can be used to identify meaningful 

relationships between genomic and clinical data [4]. Random 

Forest (RF) is randomly selecting the subset of features, 

building a decision tree, and then repeating the process for 

different subsets of features. It works by creating multiple 

decision trees, also robust to noise and outliers, and can handle 

both categorical and numerical data. It has been used to 

classify brain tumors [5]. The backward elimination, forward 

selection, and random forest can reduce the dimensionality of 

the dataset found to be correlated with the target class [6]. The 

recursive feature elimination (RFE) with CV increases the 

accuracy. The principal component analysis (PCA) reduces 

the dimensionality of the input data. Tumor detection and 

classification are explained in this existing article [7, 8]. 

The UNet architecture consists of convolutional encoder 

and a symmetric decoder. The encoder connects with ResNext 

backbone, which consists of a series of convolutions, pooling 
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layers, and non-linear activations. The decoder is made up of 

up-sampling layers and convolutions to reconstruct the 

segmented images. The network is trained using a cross-

entropy loss and a dice coefficient. It could then be trained on 

a dataset of images labeled with various types of tumors, to 

predict the type of tumor present in an image. The UNet with 

ResNext backbone was used for image segmentation of tumors. 

It reduces the number of hyperparameters and uses the 

cardinality function not used by other residual networks. As 

the network did not start to overfit, no dropout was used. The 

model overcomes the low contrast, irregular motion, and 

diverse shapes. This architecture was used to train a limited set 

of datasets [9]. 

This work provides the genetic variant analysis. The SVC 

with a gaussian kernel approach showed improved accuracy 

when including selected features. Feature extraction using 

Randon Forest classifier, Univariate and Recursive Feature 

Elimination methods identified the top selected features of 

gender, age at initial pathologic, race, and patient id scores. In 

the Decision Tree method, features were selected based on 

their ranks ranging from 0 to 3. PCA used to determine the 

best number of features, which ranged between 2 and 4. Lastly, 

the segmentation approach provided baseline scores for 

comparison. The study contributes the understanding of 

genetic variants present in the analyzed dataset. 

 

 

2. RELATED WORK 

 

Radiomics process extract the quantitative features of 

prognosis and diagnosis characteristics of brain tumors. A 

recent study by Sharma et al. [10] of radiomics identify the 

biomarkers for predicting the survival of patients by clustering 

algorithm to identify radiomic features that could differentiate 

between glioblastoma and other brain tumors. They used 

univariate and multivariate analyses to examine the 

association between the radiomic features. Studies used a 

combination of DNA methylation and mRNA expression, and 

found both were associated with glioblastoma progression and 

survival rate [10-14]. The identified single nucleotide 

polymorphisms, linked to specific variations in the human 

genome using genome-wide association and DNA sequence, 

used to detect diseases by analyzing the genetic variation [15]. 

To assess the relevance of features association with the target 

class using statistical method [16]. The t-test determines 

correlation coefficient is significantly different from zero, 

indicating a meaningful association between the features [17]. 

The meta-feature extractor with hyperparameter tuning extract 

the new meta-features by using the t-test of the correlation 

coefficient [18]. Random Forest algorithm exhibited high 

stability outcomes. The SVM wrapper method and the pearson 

correlation coefficient gives moderate stability [19]. Li et al. 

[11] study of glioblastoma progression by support vector 

machine (SVM) used to identify radiomic features of tumor 

size, shape, and texture, and were used to distinguish different 

types of tumors. SVM classifies both linear and non-linear 

data by mapping it in to a high-dimensional feature space and 

constructing a hyperplane between different classes of data. 

Patle and Chouhan [20] study shows the linear, polynomial, 

gaussian, and radial basis kernel functions are used to map data 

points in to various feature space. A study by Mazroui et al. 

[21] and Geng et al. [22], found that random forest classifier 

with univariate recursive feature elimination with CV, and 

dimensionality reduction gives accuracy of 92.7% high-grade 

gliomas [21, 22]. Tang and Liu [23] provides an overview and 

explanation of cross-validation. The two CV methods are 

random and individual method [24]. CV mainly used to 

estimate the properties of bias, variance, and trade-off 

consistency [25]. CV can be used to identify overfitting, to 

optimize the selection of features, and to estimate the 

generalization error, and used to select the best model for a 

given set of data [26]. Feature selection can be achieved 

through correlation analysis, detection of mutual information, 

and statistical tests. The selected features are then used for 

further subsequent analysis [27]. The other models also are 

used to segment the brain tumors. The 11-layered deep capsule 

network used in images of T1, T2 and Flair to detect 

segmentation scores [28]. AlexNet, VGG16, and ResNet50 

models, detect tumor by AUC and ROC scores by with and 

without data augmentation in Kaggle datasets. Group based 

classifier use the CNN to classify the brain tumor type. Brain 

tumor detection by CNN use the loss function of Jensen-

Shannon divergence with cross-entropy in small datasets. 

RescueNet with GAN gives 0.94 dice score and 0.88 

Sensitivity in Brat's 2015 dataset [29]. Lightweight CNN used 

to automatically extract tumor features. The Sarthi study [30] 

proves the UNet model gives better segmentation results. 

UNet has been used to detect and segment brain tumors 

from MRI scans. This algorithm utilizes a CNN with a 

symmetric encoder-decoder network architecture. Zhang et al. 

[31] used a UNet to segment brain tumors from multi-

parametric image. Dual path aggregation ResNet50 network 

(Dpa-R50) network, on the BraTs 2017 dataset achieves a dice 

similarity coefficient of 0.901 [32, 33]. U-Net based 3D, 

attention, R2 attention, and modified 3D networks on the 

Brat's 2020 dataset gives better dice score [34]. The tumor 

image segmentation based on deep residual networks 

(ResNets), gives the dice score of 0.93 in Brat's dataset [35]. 

 

 

3. IMAGE ENHANCEMENT METHODS 

 

3.1 Feature selection method 

 

Genomic analysis was then used to extract genetic 

expressions, intensity, dimension, histogram, and texture 

features from the identified tumor regions [36]. The brain 

tumor is caused by the uncontrolled growth of DNA mutations. 

CoC analysis gives the biologic subtypes of IDH mutation and 

1p/19q codeletion status. To stratify tumors, by integrating the 

analysis of messenger RNA (mRNA), microRNA (miRNA), 

and DNA methylation (m). Brat's study explains the oncogene 

amplification maintenance by DNA methylation, mRNA 

expression, and whole-genome sequencing. The methyl group 

of DNA is attached to cytosine bases and correlated with the 

oncogenesis mutations of DNA [37].  

Figure 1 explains the proposed image enhancement method. 

Figure 2 shows the feature selection by genomic analysis and 

SVC with a gaussian kernel algorithm. 

The explanation of the feature selection, extraction, and 

segmentation techniques along with their mathematical 

formulations: 
a. Feature selection: 

Feature selection by correlation analysis, measures the 

linear relationship between each feature and the target variable. 

The pearson correlation coefficient (r) is calculated as: 

 

𝑟 = ∑((× − ×̅) ∗ (𝑌 − �̅�)) (𝑁 ∗ 𝜎𝑋 ∗ 𝜎𝑌)⁄  
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The two variables are x and y, the means are x̄ and ȳ, the 

standard deviations are σx and σy, and n is the number of 

samples. PCC used to rank the selected features, then applying 

the SVC algorithm with a specific kernel function to evaluate 

the features. 

b. Feature extraction: 

b.1. Univariate analyze a single variable through mean, 

variance, standard deviation, median, mode and range. 

 

Mean(μ) = (X1 + X1 + X1 + ⋯ + Xn) n⁄  
 

where, X1+X1+X1+…+Xn are the individual observations and n 

is the total number of observations. 

 

Variance(σ2) = ∑ (xi − μ)2 n⁄  
 

where, xi is an individual observation, μ is the mean, and n is 

the total number of observations. 
 

Standard Deviation(σ) = √∑ (xi − μ)2 n⁄  

Range=Max(x)-Min(x) 

where, maximum value is Max(x), and minimum value is 

Min(x) is in the dataset. 

b.2. Recursive feature elimination (RFE) is iteratively 

eliminating less important features from a model 

In the original dataset (X20) with p features and the feature 

selection process as RFE(X20), and the elimination process can 

be represented recursively as: 

 

RFE(X20) = RFE(X20 − |F_K|)fork = 1 to p 

 

where, RFE(X20 − |F_K|) refers to the recursive feature 

elimination process on the dataset (X20) after removing the kth 

feature F_k. 

b.3. Decision tree splitting 

Decision tree splits the best feature based on intensity and 

threshold. The metrics used for splitting are Gini index and 

Information gain: 

 

Gini Index = 1 − ∑π2 
 

 
 

Figure 1. The proposed brain tumor MRI image enhancement method 

 

 
 

Figure 2. The feature selection by genomic analysis and SVC plus gaussian kernel method 
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where, pi is the probability of an observation of specific class 

at the current node.  

 

Information Gain = Entropy − ∑((n m⁄ ) ∗ Entropy(m)) 

 

where, n is the entropy of the parent node, m is the number of 

observations in the child node after splitting the relevant 

features. 

b.4. Principal Component Analysis (PCA) transform the 

original variables into a set of linearly uncorrelated variables 

through eigenvectors and eigenvalues of the covariance matrix 

of the original data. 
Let X be an n x d matrix representing the n data points with 

d dimensions. The covariance matrix is given by: 
 

C = (1 n)⁄ ∗ −XT ∗ X 

 

Compute the eigenvectors (v) and eigenvalues (λ) of C. The 

eigenvectors correspond to the principal components, ranked 

in descending order based on their eigenvalues. 

c. The mathematical formulation for UNet with a 

ResNext50 backbone involves the use of convolutional neural 

networks (CNNs) and skip connections. The input image 

through a ResNext50 backbone, which consists of a series of 

convolutional layers, batch normalization, and activation 

functions. This backbone is responsible for extracting higher-

level features from the input image. The feature maps 

extracted by the ResNext50 backbone are then used as input 

for the UNet architecture. 
 

3.2 The algorithms of support vector classifier (SVC) with 

gaussian kernel 

 

SVC is a supervised machine learning algorithm that uses 

the kernel to identify the hyperplane that separates the classes 

in the dataset. By using the kernel, SVC is able to transform 

nonlinear data into a higher dimensional space where the data 

is separable. The kernel allows SVC to manipulate the input 

data with windows, converting the input into the desired 

output. The kernel function K(x) is mapped with the dot 

product of the variables and the mercer theorem, which allows 

SVC to identify the optimal hyperplane of the dataset. 

The standard kernel function is K(x)=1; if f|(x)|<1, and 

K(x)=0, otherwise: 

 

The dot product of wk
T, wi is mapped to φ(wk)Tand φ(wi) 

As per the mercer theorem, K(wk
T, wi ) =  φ(wk)T φ(wi) 

 

The kernel function has gaussian, polynomial and Euclidean 

distance. 

 
‖φ(wk) − φ(wi)‖2

= (φ(wk) − φ(wi))
T

(φ(wk)

− φ(wi)) 

(1) 

 
= k(wk, wk) − 2k(wkwi) + k(wi, wi) (2) 

 

The feature function similarity has the gaussian kernel 

function (2): 

 

K(wk
T, wi ) = exp (−

‖(wk)T − (wi)‖

2σ2

2

) (3) 

 

The intension is to optimize the weight of each feature of 

the function g. The Dataset WεRnwp, which has no of samples 

(n), no of feature analysis (p), y
K

=
1

P
, K = 1,2,3 … . P, and 

the label to be classified as zj ∈ Z in which Z=1, 2, …, C. The 

C is the cluster, so the cluster values vi=[vi1, vi2, ..., vip] was 

calculated by Eq. (4) i=1, 2, ….., C and J=1, 2, …., n. 

 

vik =
∑ ∈ civwjkwj

⌈Ci⌉
 (4) 

 

The dissimilarity between the features and the clusters are 

explained in the Eq. (5). 

 

φ2(wj, vi) = ∑‖φ(wk) −  φ(wi)‖2

p

k=1

and φ2(wj, vi)

= ∑(K(wk, wk) − 2K(wk, wi)

p

k=1

+ K(wi, wi)) 

(5) 

 
‖φ(wk) − φ(wi)‖2 = 2(1 − K(wk, vi))

= 2 (1 − exp (−
‖(wk)T − (wi)‖

2σ2

2

) 
(6) 

 

min J = ∑ ∑ φ2
wj∈wcj

c
i=1 (wj, vi) + δ ∑ xk

2 =
p
k=1

∑ ∑ xk‖φ(wjk) −  φ(vik)‖
2

wj∈wci

c
i=1 + δ ∑ xk

2p
k=1 ,  

where x=(x1…..xp) 

(7) 

 
(xk ∈ [0,1], k = 1, … , p),∑ xk

p
k=1 = 1 (8) 

 

wk =
1

p
+

1

2δ
∑ ∑ (

∑ ‖φ(wjk) −  φ(vik)‖
2p

k=1

p
wj∈Ci

c

i=1

− ‖φ(wjk) −  φ(vik)‖
2

) 

(9) 

 

δt =
α ∑ ∑ ∑ Xk

t−1‖φ(wjk) −  φ(vik)‖
2p

k=1wjεwci

C
i=1

∑ (Xk
t−1)2p

k=1

 (10) 

 

Algorithm shows the kernel function of feature selection in 

the Eq. (10). The input dataset W, label y, ∝= 0.6 and θ =
10−6 and the output gives each gene weight. The initial step 

starts with count wk
0 =

1

p
 to find the weight of each gene (k) by 

the Eq. (4) and Eq. (5) gives the vi, Eq. (7) gives the J value 

Eq. (9) gives the weight of gene, Eq. (10) gives the value of δt. 

The iteration stopping for current iteration(t) and previous 

iteration (t-1). 

 

∆= ‖Jt −  Jt−1‖ if ∆> θ, then the iteration stops 

and ∆< θ, then the iteration goes to the step 2. 
 

The SVC with the gaussian kernel gives the correlation of 

p-values with features and the without features. The 

algorithms create the hyperplane which splits data into two 

classes. The maximum margin was chosen by the hyperplane. 

The optimization issue can be defined as the parameter. 

C>0 and the ∈i is the slack variables. The slack variables are 

formulated as =⌈ti-(xi)⌉ if the value is zero for ∈i and classified 

correctly if 0 <∈i≤ 1 then xi lies in the margin and classified 

as correct class, if ∈i> 1 then the wrong class classified as xi. 
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min
1

2
‖w‖2 + C ∑ ∈i

N
i=1 ,  

so that yi(w. xi + b) ≥ 1 −∈i, i = 1,2 … . N, 

∈i≥ 0, i = 1,2, … N 

(11) 

 

min
1

2
∑ ∑ ∝i∝j γiγj(xi

N
i=1

N
i=1 xj) − ∑ αi

N
i=1 ,  

then ∑ γiαi = 0,0 ≤∝i
N
i=1 ≤ C, i = 1,2 … . . N  

(12) 

 

αi is the Lagrange multiplier. The weight vector is expressed 

as w=∑ αiγixi
N
1=1 . 

The network using the pearson correlation coefficient of 

p<0.5. To test the accuracy, by two different methods. The 

selected features give 90% accuracy, and without the selected 

features gives 71% accuracy. To convert the nonlinear 

variables into linear equations in high dimensions, the 

gaussian kernel function was used [38]. 
Advantages and limitation of different feature selection 

techniques are wrapper, filter, and embedded methods. The 

wrapper method optimize the model by multiple times with 

different feature subsets, that leads to overfit. Filter-based 

method consider the relevant feature, and not considering their 

combined features. Embedded feature method supports L1 

regularization in linear models. 

 

3.3 Feature extraction methods 

 

Random Forest is an ensemble learning model works by 

taking a subset of data from the training set and building 

multiple decision trees on it. It combines the highest accuracy 

predictions from the decision trees. In order to extract features, 

it uses a combination of bagging and boosting methods. The 

recursive feature elimination iteratively removes the features 

through an early stopping process. PCA reduce the original set 

of features into a lower dimension of gaussian distribution, by 

different thresholds and variance. The univariate and 

multivariate analysis has variance and f-value measures. 

Univariate analysis with statistical scoring functions 

determines the best features [39]. Recursive feature 

elimination (RFE) is used to fit and remove the weakest 

feature, while Breiman’s method of random forest increases 

the misclassification rate by randomly permuting features. 

Guyon’s approach by measuring the loss in the weighted sum 

of distances from the margin [40]. RFE-CV iteratively 

removes attributes from the initial set of features, builds on the 

remaining attributes and calculates the CV score. The process 

is repeated until the optimum number of attributes is found. 

The selected attributes give the best score [41].  

PCA and LDA are used for dimensionality reduction, but 

PCA is faster than LDA to compute the eigenvalues and 

eigenvectors [42, 43]. 

 

3.4 Cross validation method 

 

K-fold cross-validation is a resampling method for accurate 

prediction in machine learning. It involves splitting the data 

into k portions and k iterations, and use the maximum portion 

of the data as the test set and the remaining portions as the 

training set. The k-fold CV method, is often use the training of 

certain thresholds than the holdout validation approach. 

Leave-p-out cross-validation (LpoC) is used in small sample 

size dataset. 

In LpoC, the dataset is divided into p parts, each part used 

as a test set with single iteration and the rest is training set. The 

performance is evaluated with test set. The process is repeated 

multiple times and the average performance is taken as a result. 

This method has limited amount of data and it is not possible 

to divide it into multiple folds. It can be effectively used for 

meta-analysis of medical images. It shows the gradient-

weighted class activation mapping with diffusion trace images, 

and gives an accuracy of 0.93% through CV [44-47]. The 

Figure 3 explains the cross-validation methods. 

 

 

 
 

Figure 3. Fivefold cross validation 

 

3.5 Segmentation models 

 

UNet model classify and to detect small tumor lesions. This 

method used to identify the specific patterns or features of the 

tumor and supports for proper diagnosis. UNet is a fully 

convolutional network (FCN) for fast training with a limited 

data set [48]. It consists of an encoder, a bottleneck module, 

and a decoder, which are used to capture context information. 

The encoder consists of two convolutional layers (33-layers) 

with ReLu activation, batch normalization, 22 spatial max 

poolings and drop out. The decoder consists of 22 up-

convolutions and a concatenation layer corresponding to the 

encoder, which is used to deduce the missing spatial 

information when the segmented feature map is generated by 

the encoder. The encoder part of the UNet gradually reduces 

the spatial dimensions of the feature maps while increasing the 
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number of channels. This is typically done through a series of 

convolutional and pooling layers. Each convolutional layer 

involves a set of trainable parameters, denoted as W, and a 

non-linear activation function, such as ReLu. The decoder part 

of the UNet progressively up samples the feature maps to 

match the original size of the input image. This is achieved 

using transposed or up sampling convolutional layers. Skip 

connections, connects encoder and decoder layers, to preserve 

spatial information and help with better feature shown in the 

Figure 4. 

ResNext50 is a variant of the ResNet (Residual Network) 

architecture that has a new dimension called "cardinality". It 

was designed to alleviate the vanishing gradient problem by 
using residual connections. It allows the training of 

significantly deeper networks by incorporating a "grouped 

convolution" approach. The cardinality of ResNext50 is 64. 

This means the network contains 64 convolutional layers that 

are grouped into four stages ResNext50 enhances the learning 

capabilities and generalization of features as shown in Figure 

5. 

 

 
 

Figure 4. UNet architecture 

 

 
 

Figure 5. ResNext with cardinality-32 architecture 

 

Comparison of UNet with other segmentation models: 

The UNet with ResNext50 networks can be used for this 

task, there are other alternatives are also available. UNet++ is 

an extension improves the performance by nested and skip 

connections through fine feature selection. DeepLabv3 

network used to capture multi-scale contextual information 

and progress dilated convolutions to alleviate the gridding 

effect, which combines atrous spatial pyramid pooling with a 

modified UNet decoder. Pyramid Scene Parsing Network 

(PSPNet) utilizes pyramid pooling modules to capture global 

contextual information at multiple scales to generate more 

comprehensive segmentations. Fully convolutional network 

(FCN) is replacing the fully connected layers of traditional 

CNNs to enable dense pixel-wise predictions. SegNet uses an 

encoder-decoder structure with skip connections to retain 

spatial information and refine segmentation results. Each 

model has its unique performance, and the choice depends on 

specific requirements of the dataset. 

 
 

Figure 6. Architecture UNet with ResNext50 backbone 

 

The Figure 6 explains the ResNext50 architecture consists 

of 32 convolutional blocks (32X4d-setting, 22.2 with residual 

and 26.1 without residual connections) to increase the 

cardinality accuracy. The model has 48 convolutional layers 

and 2 pooling layers and when combined with the UNet model, 

it provides efficient segmentation through the bottleneck 

convolutional layer. To improve fast learning, UNet with 

ResNext50 backbone was used to produce high pixel-wise 

accuracy. The model downsizes the images into 64×64, 

128×128, and 256×256 for faster training and better 

performance. This combination of UNet with ResNext50 

backbone gives high segmentation scores in shorter training 

times. Best accuracy and epochs coverage are also 

benchmarked for this model [49]. 

 

3.6 Data augmentation 

 

It applies the affine transformations randomly to the image 

with elastic transform, grid distortion, and optical distortion by 

Albumentations library. The transformations used are random 

sized crop, flips, random rotates, transpose, shift scale rotate, 

brightness contrast, gamma, IAAEmboss, blurr, 

OneOf,normalize and tensor. It includes various 

transformations that can be applied to the data to increase its 

diversity and performance. 

 

3.7 Software used 

 

The recommended approach is executed on a Windows 10 

center i7-4710MQ computer chip running at 2.5 GHz (8 

central processors). The proposed method is implemented in 

Python 3.6.5 (matplotlib.pyplot). 

 

 

4. METHODOLOGY 

 

The CNN starts the process of the 2D image size of 

256×256×3, and outputs 128×128×64 with a 0.1 dropout layer 

of the same padding, batch normalization, and ReLu activation. 

The output goes to the next convolutional layer of the same 

process, resulting in 64×64×64 with a 0.3 dropout layer and an 

output of 8×8×64. Then, the flattened previous layer results in 

an output shape of 2556 (tumor-1) and 1373 (normal-0). 

Finally, a fully connected layer with 128 units as output with 
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high features [50] is used. The fivefold cross-validation of the 

dataset is separated into one number of five folds (k). The 

initial process is to split the training (k-1) and testing fold, the 

process is repeated for each new fold until the accuracy of all 

folds is returned to balanced classes by randomly splitting the 

data with the same class ratio throughout the k (5)-fold [51]. 

The estimator bias increases (k small) and decreases (k high) 

when evaluated using k-fold cross-validation five times and 

tested with enlarged images in the dataset by a multiple train-

test split process [52]. Hyperparameter tuning was used to 

analyze the network training method, optimizing the weights 

and biases before training. Segmentation replaced the fully 

connected layer with a dense layer to facilitate the tuning 

process [53], and allowed weight sharing during the training 

of different images to produce classified images with 

translation, rotation, and distortion invariance [54]. The 

ResNext50 backbone consists of a series of convolutional 

blocks that extract features from the input image. Each block 

typically includes multiple convolutional layers and residual 

connections. 

In the ResNext backbone UNet has the skip connections are 

added between the corresponding blocks of the encoder and 

decoder. The UNet decoder consists of a series of upsampling 

layers that gradually increase the resolution of the feature 

maps. Each upsampling layer is typically followed by a 

convolutional block that further refines the feature 

representation. The output of the decoder is a segmentation 

mask that assigns a label to each pixel in the image.  

The UNet with a ResNext50 backbone was used to process 

the dataset. The network was trained using a 1-cycle learning 

rate and an encoder was used for post-processing. The UNet 

architecture balanced the multi-scale datasets by performing 

pixel-wise optimization. The input image size was zero-

padded to 512×512 and 2×2 max pooling was performed 

multiple times. The trained ResNext extracted the features 

(convolution) and feature maps, halving the channels and 

performing upsampling (deconvolution). The combination of 

binary cross entropy and dice loss produced better results. The 

model was trained with a 1-cycle learning rate for faster 

response and the dice score was calculated [55]. This 

architecture allows for accurate and efficient segmentation of 

LGG regions. 

The training process of segmentation model has: 

d. Learning Rate: Adam optimization uses a learning rate to 

control the step size in the parameter space during training. 

The model weights are updated after each iteration. 

e. Loss Function: During training, the model minimize a 

loss function that quantifies the difference between the 

predicted segmentation and the ground truth with loss 

functions of dice and binary cross-entropy. 

f. Epochs: The training process involves iteration(epoch) of 

dataset with multiple times. The number of training epochs 

determines how many times the model will update its weights 

based on the training data. 

g. Batch Size: The dataset is divided into smaller subsets 

called batches. The batch size determines how many samples 

are processed simultaneously before the model updates its 

weights. Larger batch sizes can increase computational 

efficiency but may impact model performance. 

h. Adam Optimization: Adam is an optimization algorithm 

that updates the model weights based on the gradients 

computed from each batch of training data. It overcomes the 

drawback of stochastic gradient descent by adapting the 

learning rate for each parameter, offering better convergence 

and stability for training. The LGG segmentation involves 

determining the learning rate for optimization, suitable loss 

function, number of training epochs, appropriate batch size, 

and utilizing Adam optimization to update the model weights. 

 

4.1 Evaluation metrics 
 

The confusion matrix was analyzed in terms of true and 

false positives and negatives. Accuracy was calculated by 

dividing the total number of correct predictions (true positives 

+ true negatives) by the total number of samples (positives + 

negatives). The Dice score was used to measure the number of 

true positives as well as false positives. 

 

Accuracy=
(TP+TN)

(TP+FP+TN+FN)
, Precision=

(TP)

(TP+FP)
, Recall=

(TP)

(TP+FN)
, 

DSC = 2
|X ∩ Y|

|X| + |Y|
=

2TP

2TP + FN + FP
= 2

Precision × Recall

Precision + Recall
. 

 

Adjusting learning rate schedules, regularization techniques, 

and data augmentation strategies may also impact the number 

of epochs needed to reach the desired dice score. 

Segmentation loss was calculated based on the focal loss. 

During the model training, the easy negatives overwhelm the 

loss and gradient to lead by adding more weights. 

 

BCE (Balanced cross Entropy)=∑ (𝑌𝑖ln (𝑃𝑖) + (1 −𝑖

𝑌𝑖)ln (1 − 𝑃) 

 

(1 − 𝑃𝑖)𝛾 is the cross-entropy loss, with a tunable focusing 

parameter with 𝛾 ≥ 0. 

 

Focal Loss 𝑃𝑖=(∝𝑖 (1 − 𝑃𝑖)𝛾log𝑃𝑖  

𝑃𝑖 = unaffected with the small loss 

 

The loss does not affect the number of epochs needed to 

reach the desired dice score on the training process. 

Segmentation loss was calculated based on the focal loss. 

During the model training, the easy negatives overwhelm the 

loss and gradient to lead by adding more weights. 

 

 

5. RESULTS AND DISCUSSION 

 

5.1 Results on feature selection method  

 

The overall selected features are genetic variants, gentic 

expression, tumor location, gender, age at initial pathologic, 

race, and ethnicity, the correlated variable of methylation 

cluster and CoC cluster, visualization of features, correlation 

of pair grid plot of miRNA cluster, CN cluster. CoC cluster by 

swarm plot shows the graph of tumor and non-tumor affected 

patients by different categorical variables [56]. The correlation 

coefficient of p>0.9, then the features are eliminated and p<0.9 

feature are taken for further analysis. Heat maps visually 

represent post-processing image gradients, with each pixel 

having a normalization range of 0 to 1for testing the tumor 

lesion [57]. 

Figure 7a and 7b explain the genomic analysis, tumor 

location, gender, age at initial pathologic, race and ethnicity, 

and tumor grade evaluate the presence and absence of certain 

genetic features in each sample. The particular outcome, and 

can also help to reduce the size of the data set in order to make 

data analysis more efficient. 
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(a)                                                                                                   (b) 

 

Figure 7. Feature selection based on the genomic analysis, tumor location, gender, age at initial pathologic, race and ethnicity 

 

 
 

Figure 8. Correlated variable of methylation and CoC cluster 
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Figure 9. The features of RPPA and CoC cluster 

 

 
 

Figure 10. Correlation of pair grid plot of miRNA cluster and CN cluster-based feature selection 

 

 
 

Figure 11. CoC cluster in first swarm plot of tumor and non-tumor affected patient 

 

Figure 8 explains the methylation and CoC clusters are two 

different types of clusters that are used in bioinformatics and 

epigenetics research. Methylation clusters are collections of 

genes that have similar patterns of DNA methylation across 

one or more cell types or tissues. CoC clusters have similar 

patterns of co-expression across one or more cell types or 

tissues. By looking at the correlations between methylation 

and CoC clusters, gives the insight of molecular mechanisms. 

Figure 9 explains the RPPA cluster: The RPPA cluster 

graph uses a color-coded scale to indicate the expression levels 

of the proteins. Each protein is represented by a colored square, 

and the size of the square represents the level of expression.  

CoC cluster: The CoC cluster graph uses a color-coded 

scale to indicate the abundance of the compounds. The 
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abundance of the compound is represented by the size of the 

coloured square. A larger square indicates higher abundance, 

while a smaller square indicates lower abundance.  

Figure 10 explains the correlation of pair grid plot of 

miRNA cluster and CN cluster-based, which is used to analyze 

the relationship between two variables. The plot will show the 

amount of correlation between the two sets of features, ranging 

from high correlation (positive or negative). This can help to 

determine which features are important for a particular task, as 

well as identify potential relationships between the two sets of 

features. 

Figure 11 explains the CoC cluster in the first swarm plot of 

tumor and non-tumor affected patients, and identify any 

potential outliers in the data set. By clustering the points into 

groups, it can be easier to identify patterns and trends in the 

data by normal -00 and tumor- 01 patients. 

Figure 12 explains the cluster analysis by groups of patients 

who have similar characteristics, and those who affected by a 

specific type of tumor. 

Figure 13 explains the correlation of p>0.9 in a svc with 

kernel heatmap indicates that the data points are very closely 

related. This means that the features of the data points are 

strongly correlated and thus have a high degree of similarity 

of the data points. 

The top selected features from the MRI images are the 

patient Id,histological type, neoplasm_histologic_grade, 

tumor_tissue_site, laterality, tumor location, gender, age at 

initial pathologic, race, and ethnicity, which is used to 

compare the correlation between features and remove 

unwanted features. Circulating tumor cell (CTC) clustering can 

be used to enable metastasis seeding by analyzing the shape of 

DNA methylation (mi), RNA, and cluster analysis on high 

dimensional RNA-seq data. To stratify tumors by CoC 

analysis, compare and correlate features with each other and 

remove unwanted features. 

 

 
 

Figure 12. Cluster of tumor affected patients 
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Figure 13. Correlation of p>0.9, (SVC +Kernel) heatmap 

 

5.2 Results on feature extraction method 

 

The random forest classifier with univariate, recursive 

elimination with cross-validation, and principle component 

analysis are accurate methods for feature extraction and to 

predict the tumor either malignant or benign. The tree-based 

method is used to compute the relevance of each feature (0 to 

4) based on the feature rank and selects the top-scoring ones 

based on age, race and gender. The univariate selects the k 

number of features, and the iterative eliminates the least 

relevant ones until the desired number of features is reached. 

The PCA gives the details of number of feature and variance 

ratio, mean and standard deviation. 

Figure 14 explains the univariate and recursive elimination 

methods are used to extract features from a dataset using series 

of recursive iterations to identify the important features. The 

selected features can then be compared to the accuracy of all 

features in the data set. 

Figure 15 shows the recursive elimination with CV to find 

the most important features with the highest scores. PCA 

method uses linear algebra to compute the best two selected 

features based on the highest variance ratio.  

Figure 16 explains the construction of decision tree based 

and on higher rank of the features. RFC provide provides a 

simple way to identify the most important features in a dataset. 

 

5.3 Results on cross-validation method 

 

The performance of the model is then measured based on 

the average accuracy of the five-fold CV. It reduces overfitting 

to improve the performance on unseen data. The bias-variance 

and tradeoff are used for model fit. The hyperparameter 

tunning increase the learning rate or regularization strength. It 

assesses the performance and generalizability of a model, and 

the importance or relevance of features is calculated based on 

each iteration to get the average accuracy. The fivefold cross-

validation is explained in Figures 17, 18, Table 1 and Table 2. 

 

 
 

Figure 14. Feature extraction based on random forest classifier (RFC) with univariate and recursive elimination method 

 

 
 

Figure 15. Recursive elimination with cross-validation and PCA method 
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Table 1. Classification hyperparameters 

 

Classification of CNN with Fivefold Cross Validation Dropout Activation Loss 

Conv2D (128 to 64(3,3)), Max pooling (2,2) and Dense layer (4) and 64 Neurons 0.1 
ReLu/ 

SoftMax 
Categorical cross Entropy 

Conv2D (16 to 8(3,3)), Max pooling (2,2) and Dense layer (4) and 64 Neurons 0.3 
ReLu/ 

SoftMax 
Categorical cross Entropy 

 

Table 2. Classification scores based on fivefold cross-validation and their metrics 

 
Fivefold CV Accuracy Precision Recall F1-score Normal/Tumor Support Loss 

Prediction 1 80.72% 0.9 0.67 0.77 0 131 0.39 
  0.76 0.93 0.83 1 144  

Prediction 2 90.18% 0.9. 0.87 0.88 0 119 0.21 
  0.9 0.93 0.91 1 156  

Prediction 3 92.73% 0.9 0.95 0.92 0 127 0.2 
  0.96 0.91 0.93 1 148  

Prediction 4 96.72% 0.96 0.98 0.97 0 142 0.11 
  0.98 0.95 0.97 1 133  

Prediction 5 95.63% 0.93 0.99 0.96 0 140 0.13 
  0.98 0.93 0.95 1 135  

 

 
 

Figure 16. Tree-based feature selection (rank) method 

 

 

5.4 Result on segmentation method 

 

The trained ResNext50 extracted the features (convolution) 

and feature maps were split into channels, which were then 

upsampled (deconvolution). The combination of entropy and 

dice loss gives better results. The network was trained with a 

learning rate of 1 cycle to improve response time. The 

segmentation performance was further improved by increasing 

the number of pixels, which is a promising method for 

detecting abnormalities in MRI images [58]. The data 

augmentation was shown in Figure 19. The hyperparameters 

for the segmentation are discussed in Table 3 and 

segmentation scores are explained in Table 4. 

Table 3. Segmentation hyperparameters 

 
Hyperparameters UNet Uet+ResNext50 

Data split 

Train: (3005, 4) 

Test: (531, 4), 

Val: (393, 4) 

Train (3005,4), 

Test (531,4) 

Validation (393,4) 

Data split based on 

parameters 

Total 27,003,105 

Trainable: 

7,945,553 

Non-trainable 

19,787,002 

Total (32,561,141),  

Trainable (9,058,654 

Non-trainable 

(23,502,490) 

Losses and Epoch 0.14823 0.19688 and 20 

Dice coefficient 0.7173 0.8951 
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Figure 17. Fivefold cross-validation by performance metrics 

 

 
 

Figure 18. Fivefold cross-validation by performance 
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Figure 19. Data augmentation and visualization 

 

Table 4. Segmentation scores 

 

Segmentation Scores UNet 
UNet with 

ResNext50 Backbone 

Mean loss on training 0.377 0.133 

Mean DICE on training 

accuracy 
72.9% 89.7% 

Mean DICE on 

validation accuracy 
70% 82% 

Batch size 26 26 

Optimizer Adam Adam 

Learning rate lr=1e-4 lr=5e-5 (20 epochs) 

 

UNet results the prediction mask, which is compared to the 

ground truth mask to evaluate the accuracy. The prediction 

mask highlights the regions in the image that are predicted to 

belong to the tumor, while the ground truth mask indicates the 

actual tumor regions as annotated by experts. By comparing 

these two masks, the performance was calculated. Evaluating 

segmentation performance involves comparing the generated 

segmentation maps with the ground truth segmentation, which 

are explained in Figure 20 and Figure 21. 

Segmentation maps that assign a specific label or class to 

each pixel or region in the input image and highlight the areas 

of LGG predicted class. Qualitative analysis involves visually 

inspecting the segmentation maps and comparing them to the 

ground truth. To consider this by alignment of the predicted 

boundaries with the actual boundaries, and potential false 

positives or false negatives. Quantitative metrics can be used 

to assess the Dice coefficient. It measures the similarity 

between the predicted and the ground truth segmentation. A 

high Dice coefficient indicates a strong overlap and agreement 

between the two predictions. The Dice coefficient of 0.9954 

(LGG-BraTs 2018) was achieved by an image-driven UNet 

model [59].  

The ground truth performance of the UNet with ResNet50 

of earlier results showed an average dice score of 0.80 [60]. 

The new combination of ResNext50 and UNet can improve 

the accuracy, in high precision cases. The overall results of this 

study is shown in the Figure 22. 

 

 
 

Figure 20. Prediction mask and Segmentation of Tumor images based on the ResNext50 backbone UNet 

 

 
 

Figure 21. Segmentation scores of the UNet and ResNext50 
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Figure 22. Results of different image enhancement techniques 

 

5.5 Key findings 

 

The key findings are shown in Table 5. 

 

Table 5. Key findings 

 
Feature Extraction Top Selected Features Scores 

Genomic analysis 

Genetic Variants 

Heatmap Correlation 

 

p>0.9-Features 

selected 

p<0.9-Removed 

SVC+Gaussian kernel 

With features accuracy 

With out feature 

accuracy 

90% 

63% 

Univariate analysis 

Gender 

Age at initial pathologic 

Race 

Id (Patient) 

0.0955 

0.0331 

0.3799 

1.2768 

Recursive Feature 

Elimination 

Id 

Gender 

Age at initial pathologic 

Race 

Accuracy with 

RF classifier with 

CV-95.2% 

Decision Tree 

Feature rank 

Feature 0 

Feature 2 

Feature 3 

Feature 1 

0.6370 

0.2350 

0.0713 

0.0564 

PCA dimensionality Best number of features From 2 to 4 

k best values 
Original data 

K values data 

82,4 

82,3 
Dataset: TCIA-The open access data of 

https://wiki.cancerimagingarchive.net/display/Public/TCGA-LGG 

[https://www.kaggle.com/datasets/mateuszbuda/lgg-mri-segmentation] 

 

 

6. CONCLUSIONS 

 

In addition to the key findings mentioned above, we 

observed that 80% of LGG patients developed epilepsy during 

their medication period, while other associated diseases 

included cancer. Long-term epilepsy associated tumour are 

low grade, which occur in young patients. This finding of 

genomic analysis highlights the significant impact of LGG on 

the development of epilepsy and its association with various 

forms of cancer. Future directions for this work could include: 

Incorporating additional feature scale techniques to identify 

important variables in the genetic variant analysis with 

different genetic background datasets. Using transform CNN, 

residual models and segment analysis models in real time 

datasets to improve the segmentation accuracies are the future 

scope of this work, and to overcome the limitations of AI 

models interpretability and potential bias. 
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