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The ability to detect changes in Earth's surface using satellite imagery is a crucial tool for 

monitoring and managing the dynamic terrestrial transformations. This process, however, 

necessitates the continuous refinement of techniques within the field of remote sensing. In 

this study, an advanced hybrid deep fusion model, underpinned by the Equus Jubatus 

optimization algorithm, is presented for effective change detection in satellite imagery. This 

novel fusion model is the result of a hybridization of pre-trained models, encompassing 

Fully Connected DenseNet (FC-DenseNet), Res-U-Net, U-Net, and SegNet, which 

collectively optimize fusion parameters. The Equus Jubatus optimization algorithm, central 

to this process, promotes rapid convergence while reducing computational complexities. 

This proposed model generates binary change maps from bitemporal satellite images, with 

experiments conducted using optical satellite images sourced from the Landsat satellite. 

Performance was assessed across three different databases, yielding an accuracy of 0.963 

and an F1 score of 0.904 for Database 1, an accuracy of 0.895 and an F1 score of 0.812 for 

Database 2, and an accuracy of 0.819 and an F1 score of 0.862 for Database 3. These results 

suggest that the proposed model offers superior performance in comparison to existing state-

of-the-art techniques. 
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1. INTRODUCTION

A country's wealth is significantly tied to its natural assets, 

underscoring the importance of nature preservation. Remote 

sensing technology, particularly Change Detection, plays a 

pivotal role in this regard due to its ability to monitor the 

ecosystem's dynamic transformations. Natural disasters, by 

causing soil erosion, climatic changes, drought, and floods, 

necessitate the implementation of reliable and accurate change 

detection measures. 

Change detection, via remote sensing, is employed to 

extract and predict changes in geographical regions through 

repeated observations. This technology is instrumental in 

examining land cover and land use changes, monitoring 

vegetation, forest changes, and environmental shifts, studying 

urbanization, managing resources, and controlling disasters 

like forest fires and floods [1-3]. The recent surge in predicting 

these changes has emerged as a key aspect of Earth 

observation, finding extensive applications in fields like 

environmental monitoring, disaster management, urban 

development, and military operations [4-10].  

Current research trends focus on identifying surface water 

fluctuations as an indicator of anthropogenic, environmental, 

and climatic activities. Remote sensing images prove 

invaluable in tracking geographical and temporal fluctuations 

in water surfaces, including lakes, reservoirs, and rivers. 

Change prediction through multitemporal images has been 

under study for several decades. Classical change detection 

models in remote sensing are categorized into three groups: 

image arithmetic-based models, image transformation-based 

models, and object classification-based models [8, 11]. 

Before the advent of advanced Deep Learning (DL) models, 

the challenges in predicting changes were addressed by 

physically modeling a complex set of features, necessitating a 

significant level of expertise and precision [12]. Leveraging 

technology for predicting surface changes is both cost-

effective and reduces manual labor. The features derived from 

remote sensing images depend on physical interpretation and 

the availability of high-resolution satellite data [13]. 

This section provides a comprehensive introduction to 

various existing models proposed by different researchers for 

change detection prediction, outlining their advantages and 

drawbacks. Recently, DL methods have demonstrated 

exceptional performance in image analysis. The Fully 

Convolutional Network (FCN) model, for instance, has been 

primarily used for change detection in remote sensing images 

[14]. Despite its effectiveness, FCN struggles to detect minute 

changes in satellite images. 

Other efforts, such as the Dual Attentive Fully 

Convolutional Siamese networks (DASNet) by Chen et al. [2], 

Generative Adversarial Networks (GAN) by Lei et al. [15], 

and novel Cross Layer Convolutional Neural Network 

(CLNet) by Zheng et al. [12], have made significant 

contributions to the field. However, each of these models 

presents its own set of limitations, including heavyweight 

model parameters, increased computational time, and 
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difficulty in targeting specific points. 

The following sections delve deeper into these research 

efforts, their workings, challenges, and contributions. Section 

2 presents the challenges and contributions, Section 3 explains 

the working of the proposed Equus Jubatus optimization-

based fusion network and its architectural models, and also 

outlines the mathematical model of the Equus Jubatus 

optimization and its function. The results obtained are 

discussed in Section 4, and the research concludes in Section 

5. 

 

 

2. CHALLENGES AND CONTRIBUTION 

 

As we know, change detection depends on the analysis of 

bitemporal remote sensing images. Bitemporal images suffer 

from radiometric variations that is caused by atmospheric 

factors and lighting conditions. These variations alter the 

values of the pixels significantly, even though there is no 

change at any location. This process makes the change 

detection difficult. Hence, development of such technique 

which can easily detect the changes is important research topic 

in the remote sensing. As stated above, deep learning models 

are able to produce promising results, however, they lack in 

few important points. First, few models fail to detect minute 

changes. Second, few models use more parameters, which 

makes them heavyweight model. Third, few technique are 

unable to locate the targeted point. The proposed model will 

solve the aforementioned problem by fusion and optimization 

strategies. By combining several models, the new framework 

will make use of each model's advantages and extract 

additional characteristics from the input data. In recent studies, 

it has been noticed that fusion is incorporated to generate more 

reliable features and results in many research areas. Ren et al. 

[16] adapted cross-modal sensing text-image retrieval model 

that integrated different levels of features with multi-level 

information (local and global information) dynamic fusion 

module. The fusion module used in this research utilises local 

information for correcting global information, in addition to 

utilising global information to support the local information. 

Along with this, incorporating optimization into deep learning 

models will reduce computation complexities by reducing the 

model’s parameters. Sheoran et al. [17] introduced the Ant 

Colony Algorithm, Particle Swarm Optimization and Genetic 

Algorithm provided superior quality change detection results 

by finding more edges. Motivated by aforesaid advantages, the 

research aims to devise an efficient DL-based change 

detection approach. The proposed deep learning model is the 

fusion of four deep learning models with Equus jabutas 

optimization. The following is an outline of the contributions 

that the research has done. 

1) Initially, the input remote sensing image is taken from the 

database. Furthermore, in the preprocessing step, satellite 

images are resized to obtain a balanced image size. Then 

normalization is performed to obtain a similar 

distribution for faster convergence. After that, thematic 

information discrimination or important features in 

remote sensing images are derived from vegetation 

indices by making use of preprocessed satellite images. 

This reduces the computational complexity significantly. 

2) Hybrid deep fusion model is developed for pixel 

variation analysis, which segments the image to locate 

the changes along with the boundaries. The segmentation 

includes labelling of pixels and then detecting the 

changes in the corners. The fusion model is proposed 

using the fully connected DenseNet [18], SegNet [19], 

Res U-Net [20], and U-Net [21, 22]. Every deep learning 

model has a different architecture and capacity for feature 

representation. By combining several models, the new 

framework may make use of each model's advantages 

and extract additional characteristics from the input data. 

As the proposed fusion model contains four deep learning 

model, these are the advantages of each model being used 

in the change analysis: 1) It minimizes the number of 

parameters and detect minute changes; 2) It provide high 

performance with a low number of parameters and 

prevent the loss of information; 3) It required low number 

of training samples for segmentation. It tracks down the 

minute lost information and permits fast convergence; 4) 

It reduce complexities in computation and availability of 

skip connections help to speed up the training process. 

Res U-net and U-Net models are helping to get the 

boundaries detection because it prevents the loss of 

information. Each model offers a unique set of 

predictions, and by integrating these predictions using 

fusion techniques like weighted averaging or decision-

level fusion, the results of change detection can be more 

accurate overall and less likely to contain false positives 

or false negatives. As a result, change detection has 

increased discriminative capability and better 

representation of pixel-level differences. The fusion 

output for the proposed hybrid deep learning model is 

obtained by hybridizing the outputs from four pertained 

model. 

3) This contribution includes the optimization strategy for 

determining the fusion parameters. Here, Equus Jubatus 

optimization-based fusion model is developed by 

hybridizing the outputs from four pertained model and 

the optimal solution is determined by tuning the 

parameters. The Equus Jubatus optimization is developed 

by the combining of the Horse Herd Optimization 

Algorithm (HHOA) [23] and Cheetah Chase 

Optimization Algorithm (CCOA) [24]. Ponies or Equus 

are energetic animals that exhibit six behavior patterns. It 

provides the strength between exploitation and 

exploration space. On the other hand, Jubatus is the 

fastest predator on earth. The high-speed chasing 

behavior of the Jubatus enhances the convergence speed 

of the optimization. The characteristics of the Equus-

Jubatus algorithm build up with the searching behavior 

of ponies and the fast speed nature of the cheetah to 

reduce complexities in the computational process with 

faster convergence characteristics. 

 

 

3. PROPOSED EQUUS-JUBATUS OPTIMIZATION-

BASED HYBRID DEEP FUSION MODEL FOR THE 

CHANGE DETECTION 

 

DL-based segmentation methods are widely employed for 

the detection method. Initially, the input remote sensing 

images are taken from the database. Furthermore, in the data 

preprocessing phase, the raw and unbalanced satellite images 

are resized and processed using the geometric correction 

technique. Now, the obtained balanced image size is subjected 

to normalization using the image normalization method to 

obtain a similar distribution of satellite images, which will 

help to get the faster convergence. After that, thematic 
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information discrimination or important features in satellite 

images is derived from vegetation indices by making use of 

preprocessed satellite images. This reduces the computational 

complexity significantly. The proposed pixel variation 

analysis is carried out to segment the input image. The 

segmentation includes labelling pixels for binary change 

detection. The pixelwise change detection output is achieved 

by using the hybridized pre-trained classifier, viz., fully 

connected dense net, Res-U-net, SegNet, and U-Net. The 

developed model is having the simplest training process along 

with fewer parameters. The final detection output is generated 

through the fusion factor that is optimally designed using the 

proposed Equus-Jubatus. Equus-Jubatus optimization 

generates the fusion parameters to facilitate scalar values for 

combining the multiple decision information, which provides 

better classification outcomes and reduces the complexities in 

the computational process with faster convergence 

characteristics. Figure 1 shows the overview of proposed 

model. Further, we present the steps of the proposed technique. 
 

3.1 Read the input 
 

The input satellite images are taken. Let the total images 

extracted from the databases be denoted as  
 

bFa =  (1) 

 

where, 𝑎  represents the dataset,
 

𝐹𝑏  represents the images 

present in the databases, and 𝑏  denotes the total number of 

images. From the whole data, sixty percent of the data are 

utilized as training samples, and forty percent of the data are 

used as testing samples. 

 

 
 

Figure 1. An overview of the proposed model 

 

3.2 Image pre-processing 

 

Once the raw satellite images are gathered from the 

databases, pre-processing is carried out, which processes the 

natural satellite images. The satellite databases consist of noise 

and other deprivation that might negatively influence the 

accuracy of the system. Preprocessing enhances the quality of 

the image by eliminating the distortions and noise of the image. 

In this research, preprocessing is performed using geometric 

correction [25] and image normalization [26] methods. 

3.2.1 Geometric correction 

Geometric correction is an important step in processing the 

satellite image, which eliminates the geometric distortions to 

align the individual pixel in orderly planimetric (𝑐′, 𝑑′) 

locations on the map. The geometric correction enhances the 

spatial coincidence of the image and minimizes the geometric 

distortion error to ensure the proper position of features in the 

image. Geometric correction permits the processed image to 

be compared with the reference data for the generation of 

precise location, details regarding the direction and polygonal 
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area. For a set of surface sample points {𝑏𝑐}𝑐=1
𝐴  calibrating the 

parameters of the projector-camera network, this enables us to 

warp the projected image into the camera's frame to make it 

appear as although the camera is looking at the projected 

imagery. The geometry of the display surface and the 

calibration of the projector and camera serve as the sole 

determinants of this mapping to study the compensation 

function for the geometric distortion 𝐵−1(⋅), and to evaluate 

the geometric features between the projector and camera 

pixels on the display surface. 
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Here, the compensation function for the geometric 

distortion 𝐵−1(⋅) is piecewise linear and it plots all the surface 

sample points in the projector aspect {𝑏𝐷′}𝑐=1
𝐴 , to the related 

points {𝑏𝐶′}𝑐=1
𝐴  in the camera aspect. The linear piecewise 

data conduct the triangulation method on all the surface 

sample points next to determine the best compensation value 

for the geometric distortion and predictor the image to be 

predicted; hence the obtained image is corrected geometrically. 

 

3.2.2 Image normalization 

The illumination condition and atmospheric effects may 

cause radiometric variations hence the applied image 

normalization step normalizes the image to an equal and 

common radiometric scale that will make a considerable 

impact in optimization [27]. Image normalization is essential 

in image processing because it minimizes the radiometric 

effects of nonsurface factors, which makes computation 

efficient. Image normalization changes the intensity values of 

the pixels and brings the distorted image into a normal 

viewable range. The affine transformation matrix helps to 

generate a normalized image and let 𝜆𝑒′𝑓′represent the central 

moment of a digitally obtained image ℎ(𝑐′, 𝑑′) of size 𝐸 × 𝐹 

where, 
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XYS-based image normalization: The homogeneous affine 

transformation matrix is decomposed into 𝑐′  shearing, 𝑑′ 

shearing and scaling anisotropic matrices, 
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𝜒, 𝜀, 𝜂, 𝜇 ∈ 𝐴′ which uses constraints in some cases 𝜆31 =
0, 𝜆13 = 0, 𝜆20 = 1, 𝜆02 = 1 , where 𝐴′  denotes the scalar 

factor of the affine matrix. 

 

3.3 Thematic information discrimination 

 

From pre-processed remote sensing images, thematic 

information discrimination in satellite images are derived from 

vegetative indices [21] such as the normalized difference 

vegetation index (NDVI) [28, 29], global environmental 

monitoring index (GEMI) [30], modified soil-adjusted 

vegetation index (MSAVI) [28], relative vigor index (RVI), 

modified simple ratio (MSR) [31], weighted difference 

vegetative index (WDVI) [32], and soil adjusted vegetative 

index (SAVI) [28, 30]. WDVI is a nonlinear index utilized to 

track global vegetation from remote sensing images. The 

NDVI is the widely utilized vegetative index that signifies the 

striking contract between red spectral reflectance and NIR. 

The SAVI is utilized for the correction of NDVI from the 

impacts of soil brightness in low vegetative regions. The 

MSAVI is the extended version of SAVI with an inductive 

function that is used to minimize the soil effects. The MSR is 

the ratio of the near-infrared to red brightness value, and the 

RVI is utilized to determine the stress level of the crop. The 

WDVI is defined as the ratio between the NIR and red 

reflectance, and it is used to overcome the perpendicular 

vegetative index due to brighter soil. To reduce computational 

complexity, the proposed method uses aforementioned seven 

vegetation indices to thematically discriminate preprocessed 

satellite images. 
 

3.4 Pixel variation analysis using the proposed hybrid deep 

fusion model 
 

In the pixel variation analysis, the processed satellite image 

is analysed pixelwise to detect the changes in the satellite 

image [33]. The pixel variation is crucial in change detection 

of small-scale changes where the conventional methods lag. 

Therefore, a method, which captures subtle differences in the 

pixel values, is used in this research and is computationally 

efficient that overcomes the complex algorithms. In this paper, 

the pixel variation analysis analysis is established using hybrid 

deep fusion model, which comprises fully convolutional 

networks, such as fully connected DenseNet, SegNet, Res U-

Net, and U-net. The fusion parameters in the proposed hybrid 

deep fusion model are acquired using the proposed Equus-

Jubatus optimization. Figure 2 shows the architecture of the 

proposed hybrid deep fusion model. The utilized pre-trained 

models are described in the following section. 
 

3.4.1 FC-DenseNet 

FC- DenseNet is utilized for pixel variation analysis 

because it mitigates the vanishing gradient issue, enhances 

feature reuse, supports the feature propagation and minimizes 

the number of parameters. The densely connected 

convolutional network is extended for classifying the images 

upon including an upsampling medium to generate an FC-

DenseNet for pixelwise analysis of the satellite image. FC-

DenseNet has the capability to reuse the information from the 

previous layer, and integrates the computed feature maps at 

every layer along with the generated features of the preceding 

layer forming a dense block. Every block comprises ReLU 

activation, batch normalization, dropout, and a 3×3 

convolution layer. FC-DenseNet employs transition-up 

modules and dense blocks in the upsampling medium that 

upsamples the feature maps by converting the convolution to 

the original resolution of an image. To recover minute 

information, complex connections were also implemented in 

FC-DenseNet. 
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Figure 2. Architecture of the proposed Equus Jubatus optimization enabled hybrid deep fusion model 

 

3.4.2 Res U-Net  

Res U-Net is a fully convolutional neural network that 

combines residual block and the U-Net model for classifying 

the processed satellite image. The Res U-Net will provide high 

performance with a low number of parameters. The residual 

unit does not allow the accelerating or fading gradient issue 

and assists in developing deep networks. In addition, rather 

than mapping the input-to-output, the residual unit will study 

the residual for adding to the input to generate the output. The 

Res U-Net comprises stacked residual units in the encoder-

decoder system in encoding stage, a 1×1 convolution along 

with two advanced down samples of the residual unit output at 

every stage. In the decoder stage, the layers in the upsampling 

expand the spatial resolution until it reaches the images 

original size. The complex connections were included in this 

model to prevent the loss of information at the encoder stage. 

 

3.4.3 U-Net  

U-Net provides better segmentation performance for the 

segmentation process with a low number of training samples. 

The U-Net is primarily used for classifying images and 

comprises two sequential phases. An encoder efficiently 

decreases the spatial resolution due to increased extraction of 

unrefined features. Next, a decoder network continues to 

extract characters with higher resolution in increasing order 

until it attains actual resolution and connects a group to every 

position of the input pixel. The main characteristic feature of 

the U-Net model is skipped connections, which connect the 

captured features in the downsampling medium to the 

computed characters through the related layers of the 

upsampling medium. Hence, this technique tracks down the 

minute lost information using the pooling functions and 

permits fast convergence. 

 

3.4.4 SegNet 

SegNet is widely accepted technique for image labelling, as 

it provides smooth label predictions, improves the accuracy 

and visualizes feature activation effects. One of the major 

characteristics of the SegNet is decoding, where the max-

pooling behavior in the encoder phase decreases the spatial 
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resolution and complexities in computation, resulting in the 

loss of spatial details and negative effects in the output, mainly 

at the borders of the object. SegNet tries to control this by 

depositing the indices of maximal pooling in the encoder and 

employing them to track down the important details of the 

location of the upsampling performance at the relevant 

decoder phase. The skip connections help to speed up the 

training process because there is no need to learn weights in 

the upsampling phase. 

Further, to obtain fusion output, a hybrid deep fusion model 

is developed by combining fully convolutional networks, viz., 

FC-DenseNet, Res U-Net, U-Net and SegNet. The integration 

is carried out by using the fusion parameters 𝛼, 𝛽, 𝛾, and 𝛿. 

These fusion parameters are determined by using the proposed 

Equus-Jubatus optimization algorithm. 

Let us assume that the output from FC-DenseNet, Res U-

Net, U-Net and SegNet is denoted as, 𝐼1, 𝐼2, 𝐼3, and 𝐼4, which 

are fused using the optimal fusion parameters to generate the 

final segmentation output that displays the changes in satellite 

images. Let the final segmented output generated using the 

proposed hybrid deep fusion model be given as 𝑂. 

 

4321 IIIIO  +++=  (7) 

 

where, 𝛼, 𝛽 , 𝛾 , and 𝛿  are the fusion parameters determined 

using the proposed Equus-Jubatus optimization. 

The proposed model is able to detect the minute changes 

and boundaries information because of availability of Res U-

Net and U-net. In addition, it provides high performance with 

a low number of parameters. Along with that the availability 

of the skip connections help to speed up the training process. 

and reduce complexities in computation. 

 

3.5 Proposed Equus-Jubatus optimization algorithm 

 

The proposed Equus-Jubatus algorithm is developed by 

combining the herding behavior of ponies [23] otherwise 

known as Equus and the fast prey hunting strategy of Jubatus 

[24] otherwise known as cheetah. The ponies have some 

important characteristics such as herding behavior and 

leadership behavior. They obey the leaders and can adapt 

themselves to any kind of environment quickly. They are 

explorers in nature, this behavior helps to attain global 

solutions meanwhile it follows the fight-or-flight strategy for 

defense. However, they lag in speed, hence, the speed updating 

phase in proposed optimization is integrated using the speed 

behavior of cheetah to attain the global best solution in less 

time. The Equus-Jubatus algorithm is used for the 

segmentation of the labeling pixel and the finest tuning of the 

fusion parameter in the pre-trained classifier. The consequence 

outcomes attained from the hybridized pre-trained models are 

optimally tuned from the fusion parameter using the Equus-

Jubatus algorithm method for detecting changes in satellite 

images. The traditional optimization algorithms [34] reveal the 

features attained based on hunting behaviors that concentrate 

to attain a faster convergence rate but fail to provide the global 

optimal solution. Hence, a new algorithm known as Equus-

Jubatus is proposed in this research article to provide a global 

optimal solution by avoiding premature convergence. A 

elaborate explanation of the proposed Equus-Jubatus 

algorithm is provided in this section.  

 

3.5.1 Motivation 

The proposed Equus-Jubatus algorithm imitates the 

behavior of ponies and Jubatus. Ponies are energetic animals 

that exhibit six behavior patterns, foraging, grazing, sociability, 

hierarchy, imitation, and defense, which generally vary 

depending on their age. This feature helps to attain the global 

best solution, as it provides the strength between exploitation 

and exploration space. On the other hand, Jubatus is the fastest 

predator on earth and utilizes its maximum speed to obtain 

prey. The high-speed chasing behavior of the Jubatus enhances 

the convergence speed of the optimization. Hence, integrating 

these two characteristics is the global best solution along with 

maximum convergence rate. The characteristics of the Equus-

Jubatus algorithm build up with the searching behavior of 

ponies and the fast speed nature of the cheetah to attain the 

best solutions are mathematically expressed below.  

 

3.5.2 Mathematical model for the proposed Equus-Jubatus 

algorithm 

In this section, the performance of the ponies is 

mathematically summarized on its various characteristics as 

follows: 

(1) Initialization stage: In the initialization stage, the 

location of the ponies is initialized based on the current 

location. The motion of the horses for iteration counts is given 

as follows, 
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where, 𝐺𝑑
𝑡,𝑂′

 represents the location of the pony, 𝑂′ indicates 

the range of age groups of the observed ponies, 𝑡 represents 

the present iteration, and 𝐻𝑑
𝑡,𝑂′

 represents the velocity of the 

pony. The variable 𝜂 represents the ponies at age groups 0 to 

5 years, 𝜔 represents the ponies at age groups 5 to 10 years, 𝜀 

represents the ponies at age groups 10 to 15 years and 𝜇 

represents the ponies above 15 years. The ponies are arranged 

on the basis of the best solutions 10% of ponies with higher 

ranks are picked as 𝜇 , the next 20% ponies are in 𝜀 , 30% 

ponies in 𝜔 and the remaining 40% ponies are in 𝜂. The speed 

of ponies at various age groups is mathematically given as: 
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where, 𝐽𝑑
𝑡,𝜇

 represents the parametric motion for the age of 𝜇 >

15  in 𝑑𝑡ℎ  ponies, 𝐿𝑑
𝑡,𝜀

 represents the velocity for the best 

ponies location, where 𝑂′ ≤ 10 ≥ 𝑑 𝑡𝑜 𝜀 ≤ 𝑑 ≥ 15 , 𝐾𝑑
𝑡,𝜇

 

represents the escaping vector motion for the age as 𝜇 > 15 in 

𝑑𝑡ℎ  ponies, 𝑀𝑑
𝑡,𝜀

 represents the vector of sociability motion 

metrics, where 𝑂′ ≤ 10 ≥ 𝑑 𝑡𝑜 𝜇 ≤ 𝑑 ≥ 15, 𝑁𝑑
𝑡,𝜔

 represents 

the orientation vector motion of the age from 𝑂′ ≤ 5 ≥

𝑑 𝑡𝑜 𝜔 ≤ 𝑑 ≥ 10, 𝑄𝑑
𝑡,𝜂

 represents the arbitrary velocity of the 

vector in 𝑑𝑡ℎ ponies where 𝑂′ ≤ 0 ≥ 𝑑 𝑡𝑜 𝜂 ≤ 𝑑 ≥ 5. 
(2) Herding strategy: Ponies are pasteurizing animals 

that feed on grasses, forages and plants and they herd on the 

grass land for approximately 16 to 20 hours a day with less 
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time for relaxation. The herding process of ponies is described 

as continual eating the region of grazing around each pony is 

represented as a precise location and the herding strategy is 

mathematically represented as: 
 

( ) ( )   ,,,, '1'', '

=+= − OGkheJ t

dt

Ot

d
 (13) 

 

( )
e

Ot

d

Ot

d ee = − '' ,1,
 (14) 

 

where, 𝐽𝑑
𝑡,𝑂′

 represents the motion of the 𝑗𝑡ℎ  pony, which 

represents the aptness of the pony to herd and decreases the 

linearity value with 𝜓𝑒 for each iteration, ℎ′ and 𝑘′ represents 

the lower and upper limits of the grazing region whose values 

are 0.95 and 1.05, respectively. 𝜃 denotes a random number 

ranging from 0 to 1, and 𝑒 is the coefficient, which is equal to 

1.5 for all age classes. 

(3) Leadership strategy: The ponies follow the 

instructions and guidance developed by the leader and the 

leaders are mostly human beings. In some cases, the elder 

ponies take care of the team and here is the coefficient that 

represents the team of horses to obey the elder pony of the 

group, which is mathematically formulated as: 
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where, 𝐿𝑑
𝑡,𝑂′

 represents the effects of the best optimal location 

of pony on the speed parameter and 𝐺∗
(𝑡−1)

 represents the 

location of the best pony. 

(4) Adaptable strategy: Ponies possess adaptable 

characteristics, as they are adaptable to the environment and 

mingle with other animals. The herding nature of the pony is 

considered a safety measure since it protects the ponies from 

hunting animals. Multiculturalism preserves the life 

expectancy of the ponies and because of their similar traits 

some ponies fight with each other, while some are enthusiastic 

about sheep and cattle. This nature of pony is considered the 

motion towards the average location of other ponies and is 

denoted as, l. It can be clearly identified that the ponies from 

age groups 5 to 15 years are interested in joining in the herd 

and are mathematically represented as: 
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where, 𝑀𝑑
𝑡,𝑂′

 represents the organized movement of 𝑗𝑡ℎ pony, 

𝑙𝑑
𝑡,𝑂′

 represents the respective orientation of pony towards the 

team in 𝑡𝑡ℎ  iteration count, 𝑙𝑑
𝑡,𝑂′

 reduces by a value of 𝜓𝑙  in 

every iteration count, and 𝑅 represents the total ponies. 

(5)  Mocking strategy: Ponies copy the characteristic 

traits of each pony and study their characters. This copying 

nature of the pony is represented as: 
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where, 𝑁𝑑
𝑡,𝑂′

 represents the movement of 𝑗𝑡ℎ the pony towards 

the average of the best pony with the best �̑� location, 𝑅𝑏𝑒𝑠𝑡 

represents the number of ponies with the best optimal location 

and 𝜓𝑘 denotes the reduction parameter. 

(6) Defense strategy: Ponies use fight-or-flight 

mechanisms as a defense strategy, in order to protect 

themselves from hunters. The ponies contest for water and 

food and move away from the unsafe surroundings. The 

defense behavior of the pony is represented as; g. The defense 

strategy is denoted in the negative term and is mathematically 

formulated as: 
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The mathematical relation for keeping the pony away is 

given as follows: 
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d

Ot
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where, 𝐾𝑑
𝑡,𝑂′

 represents the disappearance parameter of 𝑗𝑡ℎ 

ponies from the worst locations �̆� , 𝑅𝑤𝑜𝑟𝑠𝑡  represents the 

number of ponies with the worst optimal location and 𝜓𝑔 

denotes the reduction parameter. 

(7) Meandering strategy: The ponies wander in nearby 

areas and graze for food and they are curious animals in search 

of new grasslands. The meandering behavior is represented by 

parameter m and the process is formulated as follows: 
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where, 𝑄𝑑
𝑡,𝑂′

 the wandering speed parameter of the pony for 

the local optimal search location 𝜓𝑚 represents the reduction 

factor. The speed of ponies of age class 0 to5 years is given as 

follows: 

 

𝐻𝑑
𝑡,𝜂

= [𝑒𝑑
(𝑡−1),𝜂

𝜓𝑒(ℎ′ + 𝜃𝑘′)[𝐺𝑑
(𝑡−1)
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𝑡−1,𝜂
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𝑅𝑏𝑒𝑠𝑡
∑ �̑�𝑖

(𝑡−1)𝑅𝑏𝑒𝑠𝑡
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[𝑚𝑑
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𝜓𝑚𝜃𝐺(𝑡−1)]  

(25) 

 

The speed of ponies of age class 5 to10 years is given as 

follows: 

 

𝐻𝑑
𝑡,𝜔 = [𝑒𝑑
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(26) 
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[𝑚𝑑
(𝑡−1),𝜔𝜓𝑚𝜃𝐺(𝑡−1)] 

 

The speed of ponies of age class 10 to15 years is given as 

follows: 

 

𝐻𝑑
𝑡,𝜀 = 𝑒𝑑

(𝑡−1),𝜀𝜓𝑒(ℎ′ + 𝜃𝑘′)[𝐺𝑑
(𝑡−1)

] + 

 𝑓𝑑
(𝑡−1),𝜀𝜓𝑓[𝐺∗

(𝑡−1)
− 𝐺𝑑

(𝑡−1)
] 

 +𝑙𝑑
(𝑡−1),𝜀𝜓𝑙 [(

1

𝑅
∑ 𝐺𝑖

(𝑡−1)𝑅
𝑖=1 ) − 𝐺𝑑

(𝑡−1)
] − 

 𝑔𝑑
(𝑡−1),𝜀𝜓𝑔 [(

1

𝑅𝑤𝑜𝑟𝑠𝑡
∑ �̆�𝑖

(𝑡−1)𝑅𝑤𝑜𝑟𝑠𝑡
𝑖=1 ) − 𝐺(𝑡−1)] 

(27) 

 

The speed of ponies of age above15 years is given as 

follows: 
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(8) Speed updating phase: The various characteristics of 

various age groups of ponies demonstrated that the lesser 

factor of velocity that can enhance the motion vector by 

inducing the character of Jubatus is to boost the speed of the 

classification and the variations in their age limit can be used 

according to the necessity, which consumes the less energy 

and reduces the time complexity. The velocity factor of the 

Jubatus is given by: 

Table 1. Algorithm for the proposed Equus-Jubatus optimization-based fusion network 

 
Sr.No. Pseudo Code for the Proposed Equus Jubatus Optimization-Based Fusion Network 

1. Initialization stage 

2 Herding strategy 

3 Leadership strategy 

4 Adaptable strategy 

5 Mocking strategy 

6 Defense strategy 

7 Meandering strategy 

8 Speed updating phase 

9 Initialization stage 

10 Initialize:  ,,,' =O ; ',Ot

dH
 

11 Configure 

12 ( )  ,,,, ',1,, '''

=+= − OGHG Ot

d

Ot

d

Ot

d  
13 Herding strategy 

14 if( 20i )
 

15 Pasteurize 

16 Else 

17 Rest 

18 for (  ,,,' =O ) 

19 Determine velocity factor: ',Ot

dJ  

20 end for 

21 Leadership strategy
 

22 for (  andO ,' = )
 

23 Determine velocity factor:
 

',Ot

dL  

24 end for 

25 Adaptable strategy 

26 for (  ,' =O )
 

27 Determine the velocity factor: ',Ot

dM  

28 end for 

29 Mocking strategy
 

30 for ( ='O )
 

31 Determine the velocity factor: ',Ot

dN
 

32 end for 

33 Defense strategy 

34 for (  ,,' =O )
 

35 Determine the speed factor: 
',Ot

dK  

36 end for 

37 Meandering strategy 

38 for ( ,' =O )
 

39 Determine the speed factor: 
',Ot

dQ  

40 end for 

41 Speed updating phase 

42   pj

t

d

t

d

t

d

t

dbest HHHHHH ,

,,,, ,,, =
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( )pjpbestpjpj zzrqHH ,,,, −+=  (29) 

 

where, 𝑝  represents the position, 𝑗  denotes the Jubatus and 

𝐻𝑗,𝑝  gives the velocity factor of the Jubatus. 𝑧𝑏𝑒𝑠𝑡,𝑝  is the 

position of the best Jubatus with the best fitness value and 𝑧𝑗,𝑝 

is the position of the other Jubatus. The factor 𝑟 represents the 

stable factor and the factor q  denotes a random number in the 

range of [0,1]. 
Therefore, Eq. (29) shows that the proposed Equus-Jubatus-

based optimization that enhances the segmentation based pre-

trained method is effectively tuning the fusion parameter using 

the proposed method for more precise change detection in the 

multispectral images. The speed factor of ponies and Jubatus 

for achieving the best global solution is emphasized using the 

fine tuning of the proposed Equus-Jubatus-based optimization 

algorithm, which is expressed in Eq. (30). 
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In the above equation, the speed factors are boosted by 

integrating the speed of Jubatus 
pjH ,

with the velocity of the 

ponies at various ages {𝐻𝑑
𝑡,𝜂

, 𝐻𝑑
𝑡,𝜔, 𝐻𝑑

𝑡,𝜀 , 𝐻𝑑
𝑡,𝜇

}. The algorithmic 

procedures of the proposed Equus-Jubatus based optimization 

are enumerated in Table 1. 

As the proposed Equus-Jubatus algorithm imitates herding 

behavior of Equus or ponies and hunting behavior of Jubatus 

which has the characteristics, build up with the searching 

behavior of ponies and the fast speed nature of the cheetah. 

Therefore, integrating two things reduces complexities in the 

computational process using less number of parameters, 

provides global best solution and faster convergence. Whereas 

the traditional optimization algorithm may fail to get global 

best solution and faster convergence rate. 

 

 

4. EXPERIMENTAL RESULTS 

 

This section evaluates the results that are achieved of the 

proposed approach, and this subsection describes the results 

achieved. 

 

4.1 Databases description 

 

All three database images are described as follows. 

(1) Database -1: The database is obtained from the 

Yambulla state forest in Australia by Landsat 8 (OLI). The size 

is approximately320 × 260, captured on 01 October 2015 and 

06 February 2016. The database encompasses the bushfire that 

occurred on the gold mine road in December [21, 26, 35-37].  

(2) Database -2: The database is obtained from Natural 

Lake located in Rajasthan city, India, by Landsat 7 ETM+. The 

size is approximately220 × 550 , captured on 09 February 

2001 and 21 September 2001. It demonstrates how the lack 

dried between these two dates [21, 26, 35-37].  

(3) Database -3: The database is obtained from Bhopal 

using the Landsat 5 TM sensor. The size is approximately 

206 × 424, captured on 29 May 2009 and 09 November 2011. 

The database encompasses the upper lake in the Bhopal region. 

This shows that the lakes dry between the two dates due to low 

rainfall [26, 35-37].  

4.2 Performance metrics  

 

The metrics used in evaluating the efficacy of the Equus-

Jubatus optimization-hybrid deep fusion model is accuracy, 

precision, recall, and f1 measure [8, 13, 38]. 

 

4.3 Effect on number of epochs for fine tuning 

 

The number of epochs is an important attribute, as it affects 

the tuning of the entire model and the performance of the 

classifier.  

 

 
 

Figure 3. Illustrates the effect of number of epochs on the 

accuracy of the proposed model 

 

Figure 3 Illustrates the number of epoch values increases 

when the sixty percent of the data are utilized as training 

samples, and forty percent of the data are used as testing 

samples in the proposed method. According to Figure 3, it can 

be observed that best performance can be achieved by 100 

epochs.  

 

4.4 Comparison methods and results  

 

The change detection result is compared to the ground truth 

image during qualitative evaluation. In light of this, a visual 

comparison is made between the change detection result 

created by the proposed approach and the ground truth image. 

In the resulting binary map, black pixels represent the affected 

region and white pixels represent the unaffected region. Some 

previous approaches are used to compare the visual findings, 

such as Local Binary Similarity Pattern (LBSP) (MD1) [26], 

Deep Neural Network (DNN) (MD2) [39], U-NET (MD3) 

[40], SHO-build on UNET (Spotted hyena optimization) 

(MD4) [41], flamingo build on UNET (MD5) [42], Horse 

Herd Optimization Algorithm (HHOA) build on UNET (MD6) 

[23], and Cheetah Chase Optimization Algorithm (CCOA) 

build on fusion network (MD7) [24]. 

The databases, such as Yambulla state forest database, 

Natural lake database and Bopal city database input images are 

shown in Figure 4. (a)-(f), Figure 5. (a)-(f), Figure 6. (a)-(f). 

The ground truth in Figure 4. (g), Figure 5. (g), Figure 6. (g) 

indicate changes and no change information. 

 

4.4.1 Comparative analysis  

This research is presented with a novel Equus Jubatus 

optimization-dependent hybrid deep fusion model to detect the 

changes in the remote satellite images. Various conventional 

models were also present in the same field yet it holds some 

cons the proposed method is used to overcome these cons. The 

efficiency of the novel method is analyzed using the 

performance metrics such as accuracy, precision, recall, and f1 

measures.  
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(a) (b) (c) (d) (e) (f) (g) (h) 

 

       

(i) (j) (k) (l) (m) (n) (o) 

 

Figure 4. Various methods for identifying change detection in satellite images of the Yambulla State Forest database-1. (a) and 

(b) Landsat 8 OLI sensor RED channel satellite images from October 2015 and February 2016. (c) and (d) Landsat 7 

ETM+sensor NIR channel satellite images from October 2015 and February 2016. (e) and (f) Landsat 5 TM sensor from GREEN 

channel satellite images from October 2015 and February 2016. (g) Ground truth image. (h), (i), (j), (k), (l), (m), (n) and (o) are 

change detection qualitative results for MD1, MD2, MD3, MD4, MD5, MD6, and MD7 and the proposed approach (MD8), 

respectively 

 

        
(a) (b) (c) (d) (e) (f) (g) (h) 

 

       
(i) (j) (k) (l) (m) (n) (o) 

 

Figure 5. Various methods for identifying change detection in satellite images of Natural Lake database-2. (a) and (b) Landsat 8 

OLI sensor RED channel satellite images. from February 2001 and September 2001. (c) and (d) Landsat 7 ETM+ sensor NIR 

channel satellite images from February 2001 and September 2001. (e) and (f) Landsat 5 TM sensor from GREEN channel 

satellite images from February 2001 and September 2001. (g) Ground truth image. (h), (i), (j), (k), (l), (m), (n) and (o) are change 

detection qualitative results for MD1, MD2, MD3, MD4, MD5, MD6, and MD7 and the proposed approach (MD8), respectively 

 

        
(a) (b) (c) (d) (e) (f) (g) (h) 

 

       
(i) (j) (k) (l) (m) (n) (o) 

 

Figure 6. Various methods for identifying change detection in satellite images of Bhopal city database-3. (a) and (b) Landsat 8 

OLI sensor RED channel satellite images from May 2009 and November 2011. (c) and (d) Landsat 7 ETM+ sensor NIR channel 

satellite images from May 2009 and November 2011. (e) and (f) Landsat 5 TM sensor from GREEN channel satellite images 

from May 2009 and November 2011. (g) Ground truth image. (h), (i), (j), (k), (l), (m), (n) and (o) are change detection visual 

results MD1, MD2, MD3, MD4, MD5, MD6, and MD7 and the proposed approach (MD8), respectively 

 

This method has a high convergence rate and less 

computation time because of using optimization which is 

given in Figure 7. 

 

4.4.2 Qualitative and quantitative results  

The satellite image change detection visual results for MD1, 

MD2, MD3, MD4, MD5, MD6, MD7, and MD8 are shown in 

Figures 4(h)–(o), 5(h)–(o) and 6(h)–(o) for database-1, 

database-2 and database-3, respectively. Table 1 enumerates 

the achievements of proposed Equus Jubatus optimization 

enabled hybrid deep fusion model in terms of accuracy, 

precision, recall and f1 measure using database-1, database-2 

and database-3. 
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Figure 7. Comparison of execution time of proposed method 

with other conventional methods 

 

4.5 Discussion  

 

The proposed method getting better visual results because it 

is detecting minute and boundaries information as compare to 

other comparative analysis. The accuracy achieved by the 

developed approach based on database-1 is 0.963, while the 

previous approaches such as MD1, MD2, MD3, MD4, MD5, 

MD6, and MD7 obtained accuracies of 0.831, 0.917, 0.921, 

0.922, 0.926,0.937 and 0.945 respectively. The accuracy 

achieved by the developed approach based on database-2 is 

0.8951, while the previous approaches such as MD1, MD2, 

MD3, MD4, MD5, MD6, and MD7 obtained accuracies of 

0.8571, 0.8647, 0.8670, 0.8789, 0.8825, 0.8867 and 0.8907 

respectively. The accuracy achieved by the developed 

approach based on database-3 is 0.8194, while the previous 

approaches such as MD1, MD2, MD3, MD4, MD5, MD6, and 

MD7 obtained accuracies of 0.7866, 0.7874, 0.7879, 0.7895, 

0.7946, 0.8039, and 0.8139, respectively. In the same way, for 

database-1, database-2, and database-3, the proposed approach 

performed better than other previous existing approaches 

shown in Table 2. 

Existing methods, such as LBSP are too sensitive to changes 

in the area. When the proposed Equus-Jubatus optimization is 

compared to the performance without optimization by DNN, 

it shows that the performance is degraded. Additionally, 

methods such as MD4, MD5, MD6, and MD7 have better 

performance than other traditional technologies because they 

use an optimization algorithm called SHO, Flamingo, Herd, 

and Cheetah Chase. However, they obtained fewer results than 

with the proposed method because it uses a hybrid 

optimization algorithm. This improvement in the performance 

is due to the effective training of the classifier using the 

proposed Equus-Jubatus optimization. The result of proposed 

method is better as compare to other the state-of-the-art 

technique because having following advantages: 1) It is 

detecting minute changes and boundaries information; 2) It 

provide high performance with a low number of parameters; 3) 

Availability of skip connections require low number of 

training samples for segmentation; 4) It reduces complexities 

in the computational process using less number of parameter 

and faster convergence characteristics. Based on Table 2, it is 

clear that the presented method outperforms the state-of-the-

art technique. 

 

Table 2. Comparative analysis using database-1, database-2, database-3 

 
Database Methods Accuracy Precision Recall f1 Measure 

Database -1 

(Yambulla State Forest 

LBSP (MD1) 0.831 0.768 0.785 0.835 

DNN (MD2) 0.917 0.892 0.791 0.86 

UNET (MD3) 0.921 0.894 0.808 0.86 

SHO-build on UNET (MD4) 0.922 0.895 0.842 0.86 

Flamingo-build on UNET (MD5) 0.926 0.901 0.85 0.867 

HHOA build on UNET (MD6) 0.937 0.91 0.879 0.876 

CCOA build on fusion network (MD7) 0.945 0.921 0.889 0.886 

Proposed method (MD8) 0.963 0.938 0.907 0.904 

Database -2 

(Natural Lake) 

LBSP (MD1) 0.857 0.879 0.826 0.786 

DNN (MD2) 0.864 0.88 0.826 0.786 

UNET (MD3) 0.867 0.881 0.828 0.787 

SHO-build on UNET (MD4) 0.878 0.881 0.828 0.787 

Flamingo-build on UNET (MD5) 0.882 0.883 0.829 0.789 

HHOA build on UNET (MD6) 0.886 0.895 0.842 0.802 

CCOA build on fusion network (MD7) 0.8907 0.9006 0.847 0.807 

Proposed method (MD8) 0.895 0.906 0.852 0.812 

Database -3 

(Bhopal city) 

LBSP (MD1) 0.786 0.757 0.881 0.836 

DNN (MD2) 0.787 0.757 0.881 0.836 

UNET (MD3) 0.787 0.758 0.882 0.837 

SHO-build on UNET (MD4) 0.789 0.758 0.882 0.837 

Flamingo-build on UNET (MD5) 0.794 0.76 0.884 0.839 

HHOA build on UNET (MD6) 0.803 0.773 0.896 0.852 

CCOA build on fusion network (MD7) 0.813 0.778 0.901 0.857 

Proposed method (MD8) 0.819 0.783 0.907 0.862 

 

 

5. CONCLUSIONS 

 

In this research, we proposed an Equus-Jubatus 

optimization based hybrid deep fusion model for change 

detection of remote sensing images. In the first part of the 

proposed technique, deep fusion model is used to gather the 

information about change in satellite images by pixel variation 

analysis. This fusion model is composed of FC-DenseNet, Res 

U-Net, U-Net, SegNet. By fusing the pre-trained models, the 

segmentation process is able to detect the minute changes and 

boundaries information. The second part of the proposed 

model is Equus-Jubatus optimization that integrates herding 

behavior of Equus or ponies and hunting behavior of Jubatus 

to generate the fusion parameters. Consequently, better 
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classification outcomes are achieved with reduced 

complexities in the computational process and faster 

convergence. The validity of the proposed strategy is 

demonstrated by the experimental results obtained from the 

remote sensing images in four distinct databases. In 

comparison with previous techniques such as MD1, MD2, 

MD3, MD4, MD5, MD6, and MD7, our proposed approach 

(MD8) shows outstanding results with enhanced accuracy, 

precision, recall, and f1-measure performance.  

In the future, a highly-advanced image feature extraction 

technique will be utilized, further promoting the classification 

performance. 
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