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To solve the narrow bandwidth and high error rate of video transmission on the wireless 

channel, this paper reviews the current video coding standard and improves the original code 

rate control algorithm. The improvement mainly includes modifying the calculation method 

for the first quantization parameter 𝑄𝑃𝑠𝑡 and enhancing the effect of the previous group of

pictures (GOP) on the 𝑄𝑃𝑠𝑡  of the current GOP. The improved algorithm effectively

overcomes the constraint of the channel bandwidth of wireless sensor network (WSN) on the 

code rate outputted by the video encoder. Considering the cause of the high bit error rate of 

WSN channel transmission, the inaccuracy of the side matching algorithm (SMA) in 

processing boundary macroblocks with high difference in pixel luminance was corrected by 

the boundary matching algorithm (BMA), and the secondary error concealment was introduced 

to better utilize the completely concealed macroblock information and improve the quality of 

the reconstructed image. The improved error concealment algorithm was proved more 

effective than the original algorithm in the quality of image reconstruction through 

experiments.  
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1. INTRODUCTION

The video transmission on the wireless channel faces such 

problems as narrow bandwidth, great bandwidth volatility and 

high error rate. This calls for a video compression coding 

standard, which is suitable for a low bandwidth environment 

and capable of maximizing the video quality at a given code 

stream.  

The videos processed by the H.264 coding standard support 

video communication. So far, many improved rate control 

algorithms have been developed based on this standard. For 

instance, Andrew Armstrong, [1] proposed a method to 

optimize the initial QP, in which the QP value is determined 

through binary search. [2] created an enhanced rate and rate-

distortion model, which solves the “chicken or the egg 

causality dilemma” in H.264 standard using QP estimation and 

update, and enhances the accuracy by adjusting the number of 

bits occupied by the header information at a low bit rate. [3] 

set up a rate-distortion model in ρ domain according to the 

statistical relationship between the proportion of non-zero 

values of discrete cosine transform (DCT) coefficients in the 

coefficient table and the code rate. 

In addition, many scholars have proposed error concealment 

techniques. For example, [4] developed a zero-motion vector 

method for images with weak motion intensity, which makes 

up for the data loss at the decoder with the macroblock at the 

same position in the reference frame. [5] put forward the 

boundary matching algorithm (BMA) capable of preventing 

boundary problems like edge breakage and object deformation; 

By this method, the error is concealed by multiple motion 

vectors in different regions of the damaged macroblock 

instead of a single motion of the macroblock. 

In light of the above, this paper probes into the video 

compression technology in the wireless transmission 

environment, aiming to achieve efficient video encoding and 

decoding and make the encoded code stream suitable for 

transmission in wireless sensor network (WSN) channels. Two 

key problems are tackled in this research: How to handle the 

compressed video stream at the encoder end to make the 

bandwidth suitable for wireless transmission without 

sacrificing video quality; how to decode the error-containing 

video sequence received at the decoder end to minimize the 

video quality degradation in wireless transmission. 

2. BASIC PRINCIPLES OF VIDEO COMPRESSION

2.1 Rate-distortion theory 

The rate-distortion theory lays the theoretical basis for the 

quantization process in video processing. The theory mainly 

tackles the difference between the symbols received by the 

sink and the signals sent by the source after encoding, error-

free transmission and decoding. The difference can be 

measured by the amount of information, that is, entropy. The 

rate-distortion function, denoted as the 𝑅(𝐷)  function, 

describes the minimum amount of mutual information to be 

transmitted for a given source, when the average distortion 

does not exceed a pre-set degree of distortion. For source 

coding, the function specifies the lower limit of the code 

stream information rate after the message sent by the source is 

compression-encoded under the pre-set degree of distortion. 

The rate-distortion function can be expressed as: 

𝑅(𝐷) = 𝑚𝑖𝑛 𝐼 (𝐴; 𝐵)           (1) 
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where 𝐷 is a given mean distortion value. 

 

2.2 Predictive coding 

 

In video compression encoding, the predictive coding can 

be classified into intra-frame prediction coding and inter-

frame prediction coding by the positions of the pixels selected 

for prediction. In intra-frame prediction, the pixels to be 

predicted are selected from adjacent positions in the local 

frame of the elements to be encoded; In inter-frame coding, 

the elements in temporally adjacent frames are selected for 

prediction. 

Both intra- and inter-frame prediction coding modes are 

adopted in the H.264 standard. The encoder can recognize the 

pattern of each macroblock, and determine the suitable coding 

mode for the current macroblock need. The inter-frame 

prediction coding will be changed by the encoder into the 

intra-frame mode, when the image quality is degraded due to 

error accumulation or the motion threshold is not reached. 

 

2.3 Quantification 

 

The compression by block-based video encoder is 

essentially a quantization of the transform coefficients. Here, 

quantization refers to the process of converting continuous 

input signals into a finite number of output signals. During the 

quantization, the DCT-transformed coefficients are mapped to 

reduced values, thereby reducing the number of bits of block 

coding. The number of output bits of block-based encoder can 

be adjusted through the control of the quantizer. This strategy 

is adopted in this paper to control the output rate of the encoder. 

 

 

3. VIDEO COMPRESSION RATE CONTROL 

ALGORITHM IN WSN CHANNEL 

 

As its name suggests, the rate control problem aims to 

control the bit rate outputted by the encoder through 

adjustment of coding parameters (e.g. frame rate, motion 

detection threshold and QP) according to the actual state 

information (e.g. code rate, delay and buffer) and the rate-

distortion theory. The philosophy of rate control is presented 

in Figure 1. During the rate control, the rate controller controls 

the output code stream of the video encoder, while the buffer 

smooths the output bit rate. The code rate at the input of the 

buffer is varying, while that at the output of the buffer depends 

on the rate control algorithm. 

 

 
 

Figure 1. Philosophy of rate control 

 

The rate control in this paper attempts to ensure the match 

between the video stream and the available network bandwidth, 

thereby mitigating network congestion and smoothing the 

output stream of the encoder. 

 

3.1 H.264 rate control algorithm 

 

The H.264 rate control algorithm was developed on the 

basis of the basic unit, the fluid motion traffic model, and the 

mean absolute difference (MAD) linear prediction model. If a 

basic unit is divided into sub-units in the size of one frame, 

then the rate control only involves two layers, namely, the 

group of pictures (GOP) layer and the frame layer. The GOP 

layer rate control algorithm includes two steps: determining 

the target number of bits and initializing the QP.  

Step 1. Determining the number of bits to be coded for the 

GOP layer 

Before the encoding of the i-th GOP, the total number of 

bits to be allocated to the GOP can be calculated as: 

 

𝑇𝑟(𝑛𝑖,0) =
𝑢(𝑛𝑖,1)

𝐹𝑟
× 𝑁𝑔𝑜𝑝 − 𝐵𝑐(𝑛𝑖−1,𝑁𝑔𝑜𝑝)           (2) 

 

where 𝑁𝑔𝑜𝑝  is the number of frames contained in the GOP. 

Since the channel has a time-varying bandwidth, 𝑇𝑟  is 

continuously updated in units of frames according to the 

following equation: 

 

𝑇𝑟(𝑛𝑖,𝑗) = 𝑇𝑟(𝑛𝑖,𝑗−1) +
𝑢(𝑛𝑖,𝑗)−𝑢(𝑛𝑖,𝑗−1)

𝐹𝑟
(𝑁𝑔𝑜𝑝 − 𝑗) − 𝑏(𝑛𝑖,𝑗−1) 

(3) 

 

If the code rate is fixed, then 𝑢(𝑛𝑖,𝑗) = 𝑢(𝑛𝑖,𝑗−1) can be 

simplified to equation (4), that is, equation (2) specifies the 

number of bits to be allocated to a GOP under a fixed code rate. 

 

𝑇𝑟(𝑛𝑖,𝑗) = 𝑇𝑟(𝑛𝑖,𝑗−1) − 𝑏(𝑛𝑖,𝑗−1)             (4) 

 

Step 2. Initializing the QP 

The initial QP, denoted as 𝑄𝑃0, is estimated based on the 

available channel bandwidth and the GOP length. 𝑄𝑃0 is the 

QP used to encode the I frame and the first P frame of the first 

GOP in the frame sequence. In general, the 𝑄𝑃0 value should 

be negatively correlated with the channel bandwidth, and 

reduced by a unit every time the GOP length increases by 30. 

The value of 𝑄𝑃0 can be calculated as: 
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where 𝑏𝑝𝑝 is the number of bits occupied by each pixel; 𝑁𝑝𝑖𝑥𝑒𝑙  

is the total number of pixels per each frame of image. 

Except for the first GOP, the first QP 𝑄𝑃𝑠𝑡 in other GOPs 

can be calculated as: 

 

𝑄𝑃𝑠𝑡 =
𝑆𝑢𝑚𝑃𝑄𝑃

𝑁𝑝
−

8×𝑇𝑟(𝑛𝑖−1,𝑁𝑔𝑜𝑝)

𝑇𝑟(𝑛𝑖,0)
−𝑚𝑖𝑛 {2,

𝑁𝑔𝑜𝑝

15
}        (7) 

 

where 𝑁𝑝 is the number of all P frames in the previous GOP; 

𝑆𝑢𝑚𝑃𝑄𝑃 is the sum of the QPs of all P frames in the previous 

GOP. 

 

3.2 Improvement of rate control algorithm 

 

In the GOP layer rate control of the H.264 standard, the QP 

of the I frame and the first P frame of the first GOP in the frame 
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sequence, denoted as 𝑄𝑃0, is configured in advance, while the 

initial QPs of the other GOPs, denoted as 𝑄𝑃𝑠𝑡 , are calculated 

by equation (7). However, it has been proved through repeated 

experiments that the H.264 rate control algorithm may lead to 

a huge difference in peak signal-to-noise ratio (PSNR) at 

different initial PQs of the same video sequence, especially 

when the initial QPs are extremely small. 

The PSNR, an objective evaluation indicator of video 

quality, can be calculated as: 
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where 𝑀  is the width of the image; 𝑁  is the height of the 

image; 𝑥(𝑖, 𝑗) is the luminance or chrominance at (𝑖, 𝑗) of the 

original image; 𝑦(𝑖, 𝑗)  is the luminance or chrominance at 

(𝑖, 𝑗) after decoding. The unit of 𝑃𝑆𝑁𝑅 is 𝑑𝐵. 

 

6/)4( VUYavg PSNRPSNRPSNRPSNR ++=
  (10) 

 

where the variables 𝑃𝑆𝑁𝑅𝑌 , 𝑃𝑆𝑁𝑅𝑈  and 𝑃𝑆𝑁𝑅𝑉  are the 

PSNR values of components 𝑌, 𝑈 and 𝑉 obtained by the Joint 

Model (JM). 

JM8.6 was adopted for our experimental platform. The 

parameter settings of the encoder in the JM test model are 

stored in the file encoder.cfg, and the corresponding parameter 

settings of the decoder are stored in the file decoder.cfg. In the 

rate control experiment, the encoder functions can be 

controlled by modifying the corresponding parameters in the 

file encoder.cfg. Some of the parameters in our experiment 

were configured as follows: 

(1) FramesToBeEncoded=100;  

(2) Framerate=30;  

(3) Number Frames=0;  

(4) Frame Skip=0;  

(5) Search Range=16;  

(6) InitialQP=15;  

(7) RateControlEnable=1。 

The first 100 frames in news_qcif and those in 

grandma_qcif were taken as the standard test sequences used 

in our experiment, with target bit rates of 128kbps and 64 kbps, 

respectively. The experimental results on the two sequences 

are listed in Table 1 below. 

 

 

Table 1. Experimental results on sequences news_qcif and grandma_qcif 

 

InitialQP 

news_qcif 

Actual code rate 

(𝑘𝑏𝑝𝑠) 

news_qcif 

Actual PSNRavg 

(𝑑𝐵) 

grandma_qcif 

Actual code rate 

(𝑘𝑏𝑝𝑠) 

grandma_qcif 

Actual PSNRavg 

(𝑑𝐵) 

15 154.98 39.39 118.76 40.21 

16 142.26 38.89 107.28 39.77 

17 131.33 38.41 97.99 39.27 

18 129.29 38.45 88.57 38.80 

19 129.20 38.58 80.94 38.31 

20 128.94 38.66 73.36 37.84 

21 129.01 38.59 66.42 37.38 

22 129.37 38.65 64.13 37.28 

23 129.12 38.65 64.32 37.47 

24 129.59 38.55 64.44 37.54 

25 129.47 38.58 64.39 37.42 

26 128.93 38.38 64.56 37.43 

27 128.94 38.31 64.50 37.31 

28 129.05 38.20 64.60 37.16 

29 129.08 38.26 64.63 37.07 

30 129.32 38.23 64.44 37.06 

As shown in Table 1, when the QP was small (e.g. 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑄𝑃 = 15), the actual code rate deviated from the target 

code rate by more than 21 %; moreover, the actual code rate 

and PSNR generated by the encoder fluctuated greatly with the 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑄𝑃s. This is attributable to the underestimation of the 

impact of GOP code rate on 𝑄𝑃𝑠𝑡  when the GOP layer rate 

control algorithm computed the initial QP 𝑄𝑃𝑠𝑡. As a result, 

the initial QP of the I frame and the first P frame was not 

calculated accurately, leading to inaccurate bit number 

allocation to the GOP, which in turn affected the quality and 

code rate of the video. 

The above problem was solved through the improvement 

below. 

Step 1. Calculation of 𝑄𝑃0 

When the encoder starts to process a video sequence, the 

first frame of the first GOP is treated as an I frame. Because it 

is the first frame, there is no reference information. Hence, the 

encoder uses the inherent QP. The initial QP 𝑄𝑃0  is still 

calculated by equation (5), where 𝑙1, 𝑙2 and 𝑙3 are 0.1, 0.3 and 

0.6, respectively. 

Step 2. Calculation of 𝑄𝑃𝑠𝑡  
According to the rate-distortion (R-D) model, the number 

of bits generated after the encoding of the 𝑖 − 1 -th GOP, 

denoted as 𝑏𝑖−1, can be expressed as: 
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where 𝑄𝑎𝑣𝑒𝑠𝑡𝑒𝑝 is the quantization step length corresponding 

to the mean 𝑄𝑃of the P frames in the 𝑖 − 1-th GOP. 

Let 𝑄𝑠𝑡𝑠𝑡𝑒𝑝  be the quantization step length of 𝑄𝑃𝑠𝑡 . Then, 

the number of bits generated after the encoding of the i-th GOP, 

denoted as 𝑏𝑖, can be expressed as: 
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Let 𝛼 =
𝑏𝑖−1

𝑏𝑖
, 𝛽 =

𝑎2

𝑄𝑎𝑣𝑒𝑠𝑡𝑒𝑝×𝑎1
 and 𝛾 =

𝑄𝑠𝑡𝑠𝑡𝑒𝑝

𝑄𝑎𝑣𝑒𝑠𝑡𝑒𝑝
. Dividing 

equation (11) by equation (12), we have: 

 

𝛾2 −
𝛼

1+𝛽
× 𝛾 −

𝛼×𝛽

1+𝛽
= 0                   (13) 

 

Solving equation (13), we have:  

 

𝑄𝑠𝑡𝑠𝑡𝑒𝑝 =
2

√1+
4×(1+𝛽)

𝛼

× 𝑄𝑎𝑣𝑒𝑠𝑡𝑒𝑝                  (14) 

 

The QP 𝑄𝑃𝑠𝑡 can be obtained according to equation (14). 

Let 𝑄𝑃𝑎𝑣𝑒  be the QP corresponding to 𝑄𝑎𝑣𝑒𝑠𝑡𝑒𝑝 . Then, 

𝑄𝑃𝑠𝑡must be subjected to the following constraint: 

 

)2),,2min(max( +−= avestavest QPQPQPQP
      (15) 

 

where 𝛼 is calculated during the determination of the number 

of bits needed for each GOP; 𝛽 is initialized as 1 and updated 

constantly during the encoding process. 

 

3.3 Experiment and analysis 

 

The improved algorithm was applied in another experiment 

on JM8.6 under the same experimental conditions as the 

previous experiment. The experiment targets the standard test 

sequences of news_qcif and grandma_qcif, with target bit rates 

of 128kbps and 64 kbps, respectively. The experimental results 

of the improved algorithm are recorded in Table 2 below. 

 

Table 2. Experimental results of the improved algorithm 

 

InitialQP 

news_qcif 

Actual code rate 

(𝑘𝑏𝑝𝑠) 

news_qcif 

Actual PSNRavg 

(𝑑𝐵) 

grandma_qcif 

Actual code rate 

(𝑘𝑏𝑝𝑠) 

grandma_qcif 

Actual PSNRavg 

(𝑑𝐵) 

15 128.77 38.65 64.19 36.89 

16 129.30 38.86 64.40 37.14 

17 129.55 38.95 64.37 37.95 

18 128.78 39.07 64.45 38.04 

19 129.10 39.15 64.31 37.85 

20 129.11 38.99 64.35 38.69 

21 128.82 38.98 64.41 38.63 

22 128.56 38.90 64.25 38.53 

23 128.97 38.87 64.35 38.34 

24 128.82 38.75 64.36 38.18 

25 128.53 38.52 64.42 37.96 

26 129.05 38.38 64.36 37.70 

27 128.69 38.29 64.44 37.44 

28 128.86 38.23 64.39 37.42 

29 128.76 38.34 64.38 37.38 

30 128.97 38.32 64.42 37.32 

As mentioned before (Table 1), the initial QP of the original 

rate control algorithm greatly affected the code rate outputted 

by the video encoder and the PSNR, an indicator of video 

quality. By contrast, the improved algorithm performed well 

in the control of the code rate and the PSNR (Table 2). 

Compared with the original algorithm, the improved algorithm 

solved the variation in code rate with initial QP values, 

outputted a close-to-target code rate, and enhanced the 

controllability of the code rate. In addition, the improved 

algorithm realized a smaller error and a higher PSNR than the 

original algorithm. 

 

 

4. IMPROVED ERROR CONCEALMENT 

ALGORITHM FOR VIDEO COMPRESSION IN WSN 

CHANNEL 

 

4.1 Improvement of the BMA 

 

The side matching algorithm (SMA) is a popular way to 

conceal the error of missing macroblocks in the P frame, 

thanks to its good performance in treating homogenous pixels. 

However, the SMA may suffer from a huge error if applied to 

macroblocks with a significant difference in pixel luminance. 

This defect can be overcome by the BMA, which offsets the 

matching error between the boundary pixels of the 

macroblocks adjacent to the target macroblock and those of 

the macroblocks adjacent to the missing macroblock. 

Here, the SMA is improved to conceal the erroneous P 

frame in two steps. Firstly, all erroneous macroblocks in the 

predictive frame, which contains such macroblocks, are 

concealed to roughly improve the image quality, laying the 

basis for error correction in the second step. Secondly, the 

motion vectors of the erroneous macroblocks treated in the 

first step are assigned proper weights and subjected to error 

correction, aiming to achieve accurate error processing. 

Step 1: Primary concealment 

A motion vector is roughly estimated for each missing 

macroblock, and a motion compensation block is found in the 

corresponding reference frame to replace the missing 

macroblock. Let 𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡  be the current erroneous 

macroblock to receive concealment, 𝑀𝐵𝑡𝑜𝑝  be the adjacent 

macroblock directly above the current erroneous macroblock, 

𝑀𝐵𝑑𝑜𝑤𝑛  be the adjacent macroblock directly below the 

current erroneous macroblock, and 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒  be the 

macroblock in the previous frame at the same position as the 

current erroneous macroblock. Then, the motion vector of 

𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡 for primary concealment is one of the three motion 

vectors corresponding to 𝑀𝐵𝑡𝑜𝑝 , 𝑀𝐵𝑑𝑜𝑤𝑛  and 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒 . 
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Considering the difference of macroblock size in different 

frames (the macroblocks in each frame are either all 8 × 8 or 

all 4 × 4 ), the mean motion vector of all sub-blocks in a 

macroblock is taken as the motion vector of the entire 

macroblock. The motion vector of 𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡  for primary 

concealment can be calculated as: 

1. The motion vector of 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒  should be adopted as that 

of 𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡, provided that 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒  has no damage, adopts 

inter-frame coding, and its motion vector moves within 8 

pixels in the horizontal and vertical directions. In this case, the 

images in the frame sequence move slowly, and 𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡  
basically maintains the motion trend of 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒 . 

2. The motion vector of 𝑀𝐵𝑡𝑜𝑝  should be adopted as the 

primary concealment motion vector, provided that 𝑀𝐵𝑡𝑜𝑝 has 

no damage, adopts inter-frame coding and lies not on 

boundaries. In this case, the images in the frame sequence 

move violently and the motion of 𝑀𝐵𝑐𝑢𝑟𝑟𝑒𝑛𝑡  is not very 

consistent with that of 𝑀𝐵𝑏𝑒𝑓𝑜𝑟𝑒 . Thus, the motion correlation 

between adjacent macroblocks in the current frame should be 

considered. 

3. The motion vector of 𝑀𝐵𝑑𝑜𝑤𝑛  should be adopted as the 

primary concealment motion vector, provided that 𝑀𝐵𝑑𝑜𝑤𝑛 

has no damage, adopts inter-frame coding and lies not on 

boundaries. 

4. Otherwise, the zero-motion vector should be taken as the 

motion vector for primary concealment. 

Step 2. Weighted boundary matching  

The motion vector of the macroblock that has received 

primary error concealment is adopted to maximize the image 

quality. The boundary matching is performed for the entire 

missing macroblock using multiple weights according to 

equation (16). The motion vector with the minimal V value 

should be selected from the set of candidate motion vectors C 

to serve as the motion vector for secondary error concealment. 

 

𝑉(𝑥, 𝑦) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑣(𝑥,𝑦)∈𝐶

(𝑊𝑈𝐵𝑀𝐸𝑈 +𝑊𝐷𝐵𝑀𝐸𝐷 +𝑊𝐿𝐵𝑀𝐸𝐿 +

𝑊𝑅𝐵𝑀𝐸𝑅)                             (16) 

 

where 𝑊𝑈 , 𝑊𝐷 , 𝑊𝐿  and 𝑊𝑅  are the weights of the matching 

errors with the upper, lower, left and right boundaries of the 

erroneous macroblock, respectively. The complete 

macroblock, the primarily concealed macroblock, and the 

completely concealed macroblock have different weights, 

which are respectively 1, 0.125 and 0.25. 

In this step, the motion vectors of the correct macroblocks 

adjacent to the erroneous macroblock, that of the macroblock 

at the same position as the erroneous macroblock in the 

previous frame, and those of the primarily concealed and 

completely concealed macroblocks adjacent to the erroneous 

macroblock are all taken as candidate motion vectors for 

secondary error concealment algorithm. In this way, the set of 

candidate motion vectors is enriched and the reconstruction 

quality of the image is improved. 

 

4.2 Experiment and analysis 

 

The JM8.6 was adopted for our experiment. The packet loss 

rate of the bit stream generated by video encoding was set to 

5%. The parameters in the file encoder.cfg were configured as 

follows: 

(1) Input File="football_qcif.yuv";  

(2) FramesToBeEncoded=30;  

(3) FrameRate=30;  

(4) OutFileMode=1;  

(5) Slice Mode=1;  

(6) num_slice_groups_minus1=1.  

 

The files formed after compression and encoding were 

processed randomly at different packet loss rates by rtp_loss. 

The processed files were then decoded by the decoder, to 

present the PSNR and subjective quality of the reconstructed 

image. 

Table 3 compares the decoding 𝑃𝑆𝑁𝑅𝑎𝑣𝑔s of the proposed 

improved algorithm with the SMA on different standard video 

sequences at different packet loss rates. It can be seen that the 

proposed improved algorithm outperformed the original SMA 

in the quality of the reconstructed video, when the video 

sequence (e.g. football_qcif) moved relatively violently (i.e. 

the sum of the mean motion vectors for the horizontal and 

vertical motions of video images is greater than 8 pixels). 

Moreover, the proposed algorithm also prevented the 

degradation of the reconstructed video for the video sequence 

moving smoothly (e.g. news_qcif). 

Figure 2 shows the subjective quality of the video images 

reconstructed from a video stream encoded in chessboard 

mode by the SMA and the improved algorithm, respectively. 

It can be seen that the football_qcif sequence processed by the 

SMA, which is only suitable for video sequences with 

relatively smooth motion, had a high error in boundary 

matching, leading to a poor video quality. This is because the 

sequence has a relatively strong motion. By contrast, the 

proposed improved algorithm reconstructed high quality video 

images whether the video sequence moved smoothly or 

violently. 

 

Table 3. Objective comparison of error concealment effects 

 

Sequence of Test 

Use  
algorithm 

1% packet loss rates 

𝑃𝑆𝑁𝑅𝑎𝑣𝑔 ( 𝑑𝐵) 

5% packet loss rates 

𝑃𝑆𝑁𝑅𝑎𝑣𝑔 ( 𝑑𝐵) 

8% packet loss rates 

𝑃𝑆𝑁𝑅𝑎𝑣𝑔 ( 𝑑𝐵) 

10% packet loss rates 

𝑃𝑆𝑁𝑅𝑎𝑣𝑔 ( 𝑑𝐵) 

football_qcif 

SMA 27.56 24.75 23.47 23.00 

Improved 

Algorithm 
28.42 25.67 24.26 23.60 

mobile_qcif 

SMA 29.34 27.23 26.24 25.47 

Improved 

Algorithm 
30.11 28.16 27.34 26.48 

news_qcif 

SMA 38.15 36.05 35.72 35.67 

Improved 

Algorithm 
38.15 36.05 35.72 35.67 
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Figure 2. Error concealment effect of football_qcif sequence 

 

 

5. CONCLUSIONS 

 

Through in-depth analysis, the rate control technology in 

the H.264 standard was found to be unsuitable for the code rate 

features required for WSN channel transmission. Therefore, 

the original rate control algorithm was improved to enhance 

the stability and controllability of the code rate. The 

improvement mainly includes modifying the calculation 

method for 𝑄𝑃𝑠𝑡 and enhancing the effect of the previous GOP 

on the 𝑄𝑃𝑠𝑡 of the current GOP. Considering the cause of the 

high bit error rate of WSN channel transmission, the 

inaccuracy of the SMA was corrected by the BMA, and the 

secondary error concealment was introduced to overcome the 

shortcoming of the BMA, aiming to better utilize the 

completely concealed macroblock information and improve 

the quality of the reconstructed image. The improved 

algorithm was proved effective through experiments. 
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