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In recent years, the global medical community has endeavored to provide swift and 

efficient patient care by leveraging real-time patient databases. However, the efficacy 

of these systems, particularly wireless body area network (WBAN) sensors, has been 

undermined by inaccurate and low-performance readings, leading to unnecessary alarm 

triggers. This study scrutinizes the potential of data dimensionality reduction techniques 

and machine learning algorithms in augmenting the detection accuracy of cardiac 

abnormalities in WBAN sensors. Dimensionality reduction was performed using 

principal component analysis (PCA), independent component analysis (ICA), and 

spatial correlation methods. For arrhythmia prediction, Decision Tree and Multilayer 

Perceptron algorithms were implemented and their performance compared. Numerical 

simulations and Python code analysis revealed that the application of data reduction 

techniques significantly improved the reliability and effectiveness of WBAN sensors in 

handling voluminous datasets. Furthermore, the use of PCA, ICA, and spatial 

correlation strategies notably reduced WBAN sensor battery energy consumption, data 

storage needs, computational complexity, and processing time. These pragmatic 

solutions could potentially empower healthcare practitioners to intervene proactively 

before patients encounter life-threatening conditions. The results also demonstrated that 

feature selection effectively eliminated irrelevant attributes from noisy 

Electrocardiograms (ECGs), thereby enhancing the precision of the analyses. 
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1. INTRODUCTION

Arrhythmia, a condition causing irregular heart function and 

pulses, afflicts millions of individuals globally [1]. Traditional 

diagnostic approaches, such as ECG signal analysis, remain 

labor-intensive and susceptible to significant human error. 

However, with the advancement of artificial intelligence (AI) 

technology, there is a burgeoning interest in deploying 

machine learning (ML) algorithms for ECG signal analysis to 

facilitate arrhythmia detection. 

Numerous promising studies have highlighted the potential 

of AI in arrhythmia detection. For instance, the use of Deep 

Neural Networks has been reported to accurately categorize 12 

distinct types of arrhythmia [2]. Concurrently, the 

implementation of convolutional neural networks (CNNs) 

demonstrated reliable identification of various atrial 

fibrillation conditions, yielding an area under the receiver 

operating characteristic curve (AUROCC) of approximately 

0.991 [3]. 

However, despite the promising potential of AI, several 

hurdles remain. The training and validation of AI models 

necessitates extensive and diverse ECG signal datasets. 

Additionally, the interpretation of AI model outputs may pose 

challenges for clinicians lacking appropriate training. 

To address these challenges, the wireless body area network 

(WBAN) was developed as a functional network infrastructure 

for the collection of patient medical data and the detection of 

anomalous events. However, the data procured by sensor 

nodes are often marred by anomalies and irregularities due to 

hardware failures, inaccurate readings, unexpected events, and 

malicious attacks, compromising detection reliability [4-7]. 

The efficiency of a WBAN system is reflected in its 

detection metrics, such as true positives and false negatives, 

and operational efficiency, represented by power usage and 

data storage [8-10]. Therefore, the development of efficient 

and effective anomaly detection solutions for WBANs is a 

complex task, given the constraints of limited resources, large 

datasets (particularly in multivariate WBAN applications), 

and the real-time, streaming nature of sensor data. 

This study aims to enhance the efficiency and adaptability 
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of anomaly detection models for WBANs, specifically for 

dynamic streaming WBAN applications, by maximizing the 

utilization of limited sensor resources. The proposed methods 

are validated using multiple real-world medical datasets. 

WBANs, which enable constant patient monitoring and 

clinician notification from virtually any location, facilitate 

rapid biomedical data transfer from body-deployed sensors to 

a processing server. 

WBANs are defined as networks of low-power, 

miniaturized, invasive or non-invasive, lightweight devices 

with wireless communication capabilities operating in close 

proximity to the human body [11, 12]. These wireless sensor 

nodes can remotely monitor and record a broad spectrum of 

human physiological parameters and are designed to be worn, 

carried, or implanted in the human body [13, 14]. Currently, 

WBANs find utility in a wide range of applications, including 

medical (wearable and implantable sensors), non-medical 

(entertainment, military and defense), and sports domains [15-

18]. 

While wireless sensor networks (WSNs) have a plethora of 

non-medical applications, including home and industrial 

automation, the primary focus is given to the medical wireless 

sensor network (MWSN) due to its critical role in various 

domains - from sales tracking to industrial applications such 

as architecture and control, healthcare monitoring, and 

military applications for enemy target monitoring and tracking 

[19, 20]. 

Hence, priority should be given to the analysis of sensor 

data. As stated in [21], the primary purpose of WBAN extends 

beyond mere data collection from the deployment field; it also 

encompasses prompt data analysis, which forms the basis for 

critical decision-making. However, data quality, which 

reflects the true state of monitored surroundings, is of 

paramount concern. Regrettably, raw data procured from 

medical sensor nodes often suffer from inaccuracies and 

incompleteness, primarily due to incorrectly installed medical 

devices and ambient circumstances [22, 23]. 

There is an exigent need to develop and validate multiple 

detection methods for anomaly identification within WBANs. 

The efficacy of real-time anomaly detection techniques for 

local anomaly detection in multivariate data applications has 

been enhanced in recent WBAN applications [24-26]. 

Consequently, the detection of anomalies in multivariate data 

applications has a significant impact on the lifespan of 

WBANs. Furthermore, some real-time WBAN applications 

necessitate effective online detection methods without the 

burden of additional computational complexity or cost [27-29]. 

Given the dynamic nature of the collected sensory data, the 

regular information in WBAN becomes rigid. Detection 

methods tend to misclassify these variations, generating 

numerous false alarms, thereby diminishing the efficiency of 

the detection process [30-32]. These networks monitor these 

changes and update the regular databases as needed, 

eliminating unnecessary and faulty datasets. This is deemed 

beneficial in enhancing the performance of the detection 

process related to irregularities in heart pulses. Moreover, the 

adoption of the spatial correlation concept of sensor data in 

proximate neighborhoods could improve the detection 

effectiveness of heartbeat irregularities. 

Practically, this study suggests an active approach to 

detecting anomalies in heart pulses. The objective is to 

enhance the accuracy, reliability, and performance of WBAN 

sensors and reduce erroneous signals and inaccurate anomaly 

detection in large heart pulse datasets. 

The novelty of this work lies in the adoption of innovative 

approaches not extensively addressed in the existing literature. 

These include the elimination of unnecessary ECG signal 

datasets that may induce undue computational complexity, 

slower detection speed, increased energy consumption, and 

massive storage capacity. The innovation also extends to the 

implementation of four crucial data dimensionality reduction 

techniques (i.e., all features, spatial correlation, PCA, and ICA) 

and the application of multiple assessment metrics, including 

Accuracy, Precision, Recall, and F1-Score. 

This research posits the following hypothesis: "The 

effectiveness of the anomaly detection solution for WBAN 

could be improved by multivariate data dimensionality 

reduction, efficient real-time adaptive learning and updating, 

and further considering spatial correlations of data 

measurements [33-35]". 

The remainder of the paper is organized as follows: 

Section 2 reviews recent publications discussing the 

benefits of ML principles and data dimensionality 

minimization techniques for WBAN sensors. 

Section 3 outlines the adopted research methodology. 

Section 4 presents the significant numerical results. 

Section 5 concludes the study and discusses its main 

findings.  

 

 

2. LITERATURE REVIEW 

 

Anomaly detection algorithms for conventional networks 

have been the subject of a multitude of scholarly investigations. 

However, the implementation of these solutions is impeded by 

the processing, bandwidth, storage, and energy constraints 

inherent to Wireless Body Area Networks (WBANs) [36, 37]. 

Consequently, an imperative exists to either adapt existing 

methodologies to the unique requirements of WBANs or to 

formulate entirely novel approaches. Figure 1 elucidates the 

formidable challenges associated with anomaly detection in 

WBANs and underscores the limitations of currently available 

detection solutions. 

The distinguishing trait of a viable solution for WBANs lies 

in its ability to detect abnormalities with both high accuracy 

and efficiency, while judiciously utilizing limited network 

resources. Moreover, Figure 2 delineates the specific 

challenges associated with Electrocardiogram (ECG) data 

within WBANs, which necessitates careful consideration 

during the development of anomaly detection technologies. 

The effectiveness of anomaly detection is quantified 

through measures such as rate, false alarms, and accuracy, 

whereas efficiency is gauged through parameters such as 

memory utilization and energy consumption [38]. Thus, it is 

essential that any proposed solution strives to enhance 

detection effectiveness whilst mitigating the use of storage and 

energy resources in the detection process. With reference to 

Figure 2, two scenarios are presented, which epitomize the 

problems this research seeks to address, and underscore the 

pivotal considerations in the design of anomaly detection 

solutions. 

The challenges depicted in Figure 1, including low 

detection accuracy, a high false alarm rate, and an inability to 

adapt adequately to dynamic data changes, can be addressed 

by reducing data dimensionality and curtailing unnecessary 

data volumes, such as those devoid of faults or irregularities in 

heartbeats. The constraints on resources in WBAN sensors can 

be alleviated by employing larger storage capacities for the 
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recorded and collected datasets of heartbeats. 

The primary contributors to the rapid depletion of sensor 

energy are the data transfers between sensor nodes and central 

sites, such as base stations or cluster heads. A substantial ratio 

(in the range of 103-104) has been reported between 

communication and calculation energy, highlighting the 

significance of this issue [39]. It is thus inferred that the 

conservation of energy, and consequently extension of sensor 

lifespan, can be achieved by minimizing the communication 

between cluster heads and sensors. 

Typically, sensor readings exhibit consistency, with 

anomalies being a rarity [40]. Therefore, it is suggested that 

the transmission of only anomalous measurements could 

significantly curtail overall energy requirements. Additionally, 

the processing of multivariate data imposes an additional 

computational burden. As a result, the reduction of data 

dimensionality emerges as a critical strategy for enhancing 

efficiency and prolonging the operational lifetime of sensor 

networks. 

The effectiveness of anomaly detection is influenced by 

both the size of the dataset and the complexity of the employed 

detection methods. The computational complexity of the 1-

class support vector machine method equals O(max(n, d) 

min(n, d)2), where n represents the total number of 

measurements/ points within a given time interval/ dimension, 

denoted by Kalpana et al. [41] and Ganaie et al. [42]. 

Such complexity precipitates rapid energy consumption, 

rendering the proposed solution infeasible for online detection, 

particularly in wireless sensor network (WSN) applications 

that necessitate real-time detection. 

 

 
 

Figure 1. Critical limitations and major challenges associated with anomaly detection in WBANs 

 

In response to the limitations and challenges associated with 

Electrocardiogram (ECG) data, as illustrated in Figure 2, 

several solutions have been proposed. These include: (A) the 

utilization of filtering techniques for noise elimination, (B) the 

application of clustering and organization methods for the 

differentiation of ECG signals from other data, (C) the 

remediation of the non-stationary behavior of ECG signals 

through skin preparation techniques, such as cleaning the 

sensor contact area, removing sweat, and hair, (D) the 

detection of hidden data (e.g., U-waves in patients) through 

advanced WBAN sensors, (E) the identification and removal 

of heartbeat irregularities through the analysis of regular 
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datasets, (F) the management of large datasets through data 

dimensionality reduction methods, such as principal 

component analysis (PCA) and feature selection, and (G) the 

monitoring and remediation of changing frequency and 

amplitude variations in ECG signals through electrical power 

quality treatment techniques and transient disturbance removal. 

 

 
 

Figure 2. Major obstacles and challenges associated with anomaly detection in ECG 

 

 
 

Figure 3. Wireless body area network in medical healthcare 
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The application of WBAN sensors is incredibly varied, 

spanning industries as disparate as universal health care, the 

military, sports, the entertainment business, and countless 

more that involve people in some way [43, 44]. Furthermore, 

it can be noted from the information illustrated in Figure 3 that 

WBAN Miniature sensors can be either invasive (intended for 

surgical implantation) or non-invasive (they can have inserted  

or affixed to the human skin). They don’t interfere with 

people’s activities, but they can record how the physical world 

changes while a person does things [45, 46]. 

 

 

3. RESEARCH METHODOLOGY  
 

This paper is guided to investigate and assess the critical 

roles and substantial contributions of some intelligent 

algorithms, including: 

[A] Decision Tree 

[B] Multilayer Perceptron 

Those algorithms are harnessed to detect and classify 

irregularities and anomaly data in the heartbeats and measure 

and register signals using ECG electrical devices integrated 

into the human body. The study relies on some critical research 

steps and analytical processes to achieve the primary goal of 

this work. Firstly, a simple review is carried out to address the 

critical rationale and key strengths of ML principles in 

enhancing the effectiveness of WBAN sensors to boost the 

reliability and precision of the real-time database of patients 

and offer more delicate alarms than conventional sensors and 

medical data recording devices that correspond to significant 

levels of errors and faults, resulting to disturbing faulty 

warnings and false alerts that make substantial losses in the 

effort and time of healthcare professionals as of inaccurate 

data. Hence, a case study of a patient facing heart problems is 

considered. This case study is representative of a realistic ECG 

dataset that comprises irregularities in heartbeats. 

Using a WBAN sensor implanted in the patient, doctors 

may monitor vital signs in real-time. In this scenario, the 

datasets stand in for heartbeats or cardiac strokes that have 

been analyzed, and they have been shown to include flaws or 

anomalies. These two intelligent algorithms will improve the 

sensor’s effectiveness and performance in a number of ways, 

including reliability, efficiency, competence, and accuracy in 

terms of precise alarms and trustful signals for doctors, nurses, 

physicians, and other healthcare providers, allowing them to 

save the patient’s life in the midst of a potentially fatal heart 

attack. Figure 4 presents the research methodology 

implemented and adopted in this work.  

 

 
 

Figure 4. The research methodology adopted in this work 

 

 
 

Figure 5. The ECG record and numerical dataset analysis procedure in this research 
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From the data described in Figure 4, it can be inferred that 

this article will follow a number of research phases and study 

steps to conduct the numerical analysis of anomalies in the 

heart pulses to detect them with significant rates of accuracy 

and effectiveness. Firstly, brief literature is represented to 

address the importance of novel methods and innovative 

techniques that were recently implemented by scholars to 

increase the efficiency and performance of the detection 

process in patients facing irregularities in heart function. 

Following this process, the research will analyze a case study 

in which ECG signals are investigated to identify 

abnormalities and anomalies. Numerical simulation 

procedures are carried out through numerical codes that are 

developed and run in Python software. Some criteria are taken 

into consideration, including recall, accuracy, F1-Score, and 

precision, to assess the effectiveness of intelligent algorithms 

and active AI models in conducting the detection process 

effectively. Then, modifications and adjustments are executed 

to validate the performance of intelligent ML schemes with the 

help of the comparative analysis that takes into account 

performance, accuracy, reliability, and data analysis quality in 

those numerical models. 

Furthermore, because the size of the data collected would 

be considerable, some data will be discarded (which represent 

regular readings and comprise no anomalies). The importance 

of the data dimension reduction approach would help 

minimize the large size of this big data that may correspond to 

the more significant computational effort, energy consumption, 

and time required to treat all this data and predict the 

anomalies. In addition, the data dimension reduction technique 

will be implemented with intelligent ANN and DL algorithms. 

One of the challenges faced by the researcher in offering the 

ECG data includes some limitations in taking permission from 

the patient who suffers from heart attacks to attack WBAN 

sensors. In addition, another rule of this work is reflected in 

the larger size of the dataset and the longer duration (24 hours 

and several days) required to record high-quality datasets.  

For all these reasons, the ECG dataset was detected and 

taken from reference [47], in which authors provided and 

investigated multiple datasets associated with heartbeats of 

patients with real heart problems. 

Following paragraphs represent the critical mathematical 

modeling of the algorithms considered in this study.  
 

3.1 Description of the dataset 
 

The dataset employed in this work includes the signals 

recorded with the help of the electro cardio gram (ECG) 

electric device, which measures the heart pulses and beats 

continuously (24 hours and several days) by virtue of WBAN 

sensors attached to the body of the patient, who suffers from 

arrhythmia. The category of this data is MIT-BIH Arrhythmia 

Database.  

Hence, anomalies and irregularities of heartbeats can be 

flexibly detected and identified. Nonetheless, because this 

WBAN sensor records all those readings, it is predicted that 

the size of the MIT-BIH Arrhythmia dataset would be 

significantly large. Hence, more considerable computational 

complexity and processing time would be massive. 

Furthermore, because the MIT-BIH Arrhythmia dataset 

contains a record of several days and long durations, the 

energy consumption of the WBAN sensor, cost, and storage 

capacity would be enormous. To handle all these problems and 

treat these obstacles, scholars suggested the implementation of 

data dimensionality techniques, such as feature selection via 

spatial correlation (SC), independent component analysis 

(ICA), and principal component analysis (PCA). 

Therefore, enhanced performance and better reliability of 

the detection process can be attained with the adoption of 

intelligent algorithms considered in this numerical analysis. 

The MIT-BIH Arrhythmia dataset processing and analysis will 

be conducted based on Figure 5. 

It can be inferred from Figure 5 that the ECG’s numerical 

analysis goes through four major phases, including (A) 

recording ECG signals via real-time data collection, (B) data 

dimensionality reduction (which is an effective method to 

increase the performance of the detection process), (C) WBAN 

sensor effectiveness enhancement by virtue of some 

improvements method and devices, and (D) the execution of 

anomalies detection with the support of ML concepts and 

numerical AI models. 

 

3.2 Algorithms Implemented in this research 

 

There are two major intelligent algorithms considered in 

this work to carry out high-performance detection of 

irregularities and anomalies in patients with heart problems. 

Those two algorithms are the decision tree and multilayer 

perceptron. Th e following paragraphs illustrate more details 

about decision tree theory and multilayer perceptron theory. 

 

3.2.1 Decision tree theory 

A decision tree (DT) algorithm can be defined as “A non-

parametric intelligent supervised learning algorithm. It is 

employed to conduct various beneficial regression and 

classification tasks.” And the results of that computation of 

entropy and data gain can be considered the DT. By 

performing a series of calculations until a class is assigned to 

all of the tree’s characteristics, we can acquire this data [48].  

The rules model can be considered an explanatory 

illustration, which presents the DT. Wang et al. [49] 

mentioned that the binary tree is recognized as a simple model 

of the DT algorithm. This tree has one branch, two leaf nodes, 

and one root node. This DT algorithm model, BDT, can be 

expressed using the relationship: 

 

𝐵𝐷𝑇 =  ℎ(𝑥, 𝑎𝑚) (1) 

 

where: 

x: The continuous variable 

am: The split characteristic parameter corresponds to mth 

iteration  

 

 
 

Figure 6. The DT algorithm’s prominent architecture [50] 
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Figure 6 indicates the substantial principles and 

configuration of the DT algorithm.  

It is concluded from Figure 6 that the DT architecture relies 

on various numerical methods, such as the decision node, 

which contains minor nodes known as leaf nodes, to help carry 

out the required numerical simulation and mathematical 

analysis procedure. 

 
3.2.2 Multilayer perceptron theory 

Multilayer perceptron (MLP) algorithm is depicted as “A 

supervised overall connected category of feedforward ANN 

principles.” To give a further clear idea regarding the MLP 

algorithm, it is worth mentioning that a single-layer perception 

(SLP) is featured with only two output and input layers. Thus, 

it is recognized as the briefest shape of various ANN 

algorithms.  

The disadvantage of SLP algorithms is reflected in the fact 

that they cannot handle and optimize the nonlinear and 

separable patterns with higher degrees of efficiency and 

flexibility. Hence, scholars and computer science researchers 

developed a modified type of this algorithm, known as MLP. 

Saremi et al. [51] adopted mathematical modeling and 

analysis of some formulas and theoretical work related to the 

SLPs. They reported that the MLP algorithm is implemented 

in conjunction with grasshopper optimization principles to 

predict some critical outputs based on the simulation and 

analysis of the following relationship: 

 
𝑋𝑖 = 𝐴𝑖 + 𝑆𝑖  + 𝐺𝑖 (2) 

 
where, Xi denotes the location of ith insect, 𝐴𝑖  indicates the 

wind advection, Si is social communication, and Gi presents 

the gravity strength related to the ith insect. A modification of 

the previous formula can be applied to express the same 

function as: 

 

𝑋𝑖 = 𝑟3𝐴𝑖 + 𝑟1𝑆𝑖  +𝑟2 𝐺𝑖 (3) 

 

where, r1, r2, and r3 represent the random values related to the 

range [0,1]. The solution of the last equation using the MLP 

principles can be expressed as:  

 

𝑆𝑖 = ∑ 𝑠(𝑑𝑖𝑗)�̂�𝑖𝑗 , 𝑑𝑖𝑗 = |𝑥𝑗 − 𝑥𝑖|,

𝑁

𝑗=1,𝑗≠𝑖

�̂�𝑖𝑗 = (𝑥𝑗 − 𝑥𝑖)/𝑑𝑖𝑗  (4) 

 

where, dij indicates the the distance between the ith and the jth 

grasshopper. It is computed as dij = |xj -xi|, s(dij) is a function 

to be defined for the strength of social forces, �̂�𝑖𝑗  is a unit 

vector related to the ith grasshopper to the jth grasshopper. 

Figure 7 depicts the workflow and general structure of the 

multilayer perceptron algorithm, taking into consideration the 

cooling and heating load outputs of a facility [52]. 

It is inferred from Figure 7 that the workflow linked to the 

multilayer perceptron algorithm comprises an input layer in 

which the variables and dataset are defined, hidden layers in 

which the algorithm’s simulation is conducted and an output 

layer by which the simulation findings are obtained. 

Hussein et al. [53] mentioned that the critical benefits of 

those intelligent algorithms do not include only accurate and 

high-performance detection but also achieving active energy-

savings and mitigation of massive energy consumption when 

real-time data are collected from patients. 

 

 
 

Figure 7. The workflow and general structure of the multilayer perceptron algorithm considering the cooling and heating load 

outputs of a facility [52] 
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4. NUMERICAL SIMULATION OUTCOMES 

 

This section represents the critical results obtained from the 

Python code numerical analysis. A comparative analysis is 

conducted between the two ML algorithms based on the four 

data dimensionality reduction approaches, represented below:  

 

(I) Selection, prediction, and optimization of ALL the 

FEATURES related to the ECG datasets;  

(II) Selection, prediction, and optimization of the dataset 

depending on the SPATIAL CORRELATION (which 

can be employed for data dimensionality reduction and 

computational complexity mitigation); 

(III) Features choice and identification depending on the 

PCA approach (as another technique for data 

dimensionality minimization); 

(IV) Features identification and prediction depend on the 

ICA approach (as a third approach for data 

dimensionality reduction). 

 

4.1 All-Feature approach results 

 

The ‘All-Features’ selection and identification strategy was 

used in conjunction with ML algorithms to analyze the ECG 

dataset for abnormalities and identify anomalies. Based on the 

simulation and optimization procedures related to this 

approach, the critical findings can be represented in Table 1. 

 

Table 1. ML assessment outputs using the all-features 

approach 

 
Models Accuracy Precision Recall F1-Score 

DT 93% 60% 50% 55% 

MLP 95% 70% 52% 60% 

 

 
 

Figure 8. The four metrics’ assessment findings for the first 

approach 

 

It can be inferred from Table 1 that the accuracy of both 

algorithms used in this research ranges between 93% and 95%. 

Also, it is observed that the MLP algorithm gave the most 

significant accuracy compared with the DT algorithm, which 

has the lowest performance. Besides, Figure 8 indicates four 

fundamental assessment metrics and performance evaluation 

indices that could provide various ideas regarding the 

effectiveness, accuracy, and reliability of the two algorithms 

investigated in this work. 

It is concluded from Figure 8 that (besides the accuracy) the 

precision of both algorithms ranges approximately between 

60% and 70%, knowing that the MLP gave the highest 

precision rate compared with the DT. At the same time, the 

F1-Score ranges from roughly 55% and approximately 60%, 

considering that the MLP (as well) provided the most 

considerable F1-Score with a ratio of 60%. The recall range is 

between about 50% and 52%. The minimum recall rate was 

for the DT algorithm, contributing to a rate of 50%. 

 

4.2 Spatial correlation approach results 

 

Because of the large size of the patient’s heart function 

dataset, the second data dimensionality reduction strategy was 

adopted to help the WBAN sensor provide more precise 

signals and reliable alarms. This could lead to significant 

improvements and reduced computational complexity and 

time efficiency. The results of the metrics and effectiveness 

evaluations based on the two algorithms investigated in this 

work are shown in Table 2. 

 

Table 2. ML evaluation outputs via the spatial correlation 

approach 

 
Models Accuracy Precision Recall F1-Score 

DT 96% 66% 56% 61% 

MLP 97% 76% 58% 66% 

 

It can be noted from Table 2 that the accuracy ratios related 

to the two algorithms range from 96% and 97%. The MLP 

algorithm provided the most remarkable accuracy compared 

with the DT algorithm, corresponding to 97% compared to 

96%, respectively. A graphical representation of accuracy, 

precision, recall, and F1-Score is described in Figure 9. 

 

 
 

Figure 9. The four metrics’ assessment findings for the 

second approach 

 

It is depicted from Figure 9 that the precision of the two 

algorithms ranges between around 66% and 76%. The MLP 

again (as shown in the first approach [all features]) provided 

the highest precision ratio compared to the DT algorithm. 
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Meanwhile, the recall rate of both algorithms ranges between 

56% and 58%. Nonetheless, the ML algorithm has the highest 

rate of recall than the DT. Also, it is inferred from this figure 

that the F1-Score portion ranges from 61% and 66%. 

Meantime, the MLP algorithm has only the most significant 

F1-Scare rate, contributing to 66%. 

 

4.3 PCA approach outputs 

 

The PCA approach is a third effective data dimensionality 

reduction tactic that helps optimize and alleviate the 

computational complexity and time consumption of the 

WBAN sensor used to alert healthcare professionals when a 

heart attack may occur in patients. Therefore, reliable and 

active assistance can be flexibly provided and given. 

Concerning the numerical results of this approach, Table 3 

illustrates the primary evaluation metrics and effectiveness 

examination according to the two algorithms. 

 

Table 3. ML evaluation outputs using the PCA approach 

 
Models Accuracy Precision Recall F1-Score 

DT 93% 61% 51% 56% 

MLP 97% 71% 53% 61% 

 

It can be observed from Table 3 that the accuracy ratios 

linked to the investigated algorithms correspond to very high 

values (like in MLP). Notwithstanding, the DT algorithm has 

the lowest accuracy (with an amount of 93%). Further 

illustrations of the four indices of performance evaluation are 

expressed in Figure 10. 

 

 
 

Figure 10. The four metrics’ assessment findings for the 

third approach 

 

It is indicated in Figure 10 that the two algorithm’s precision 

has a range between approximately 61% and 71%. However, 

the two algorithms have a closer value (of 53% and 51%) 

related to the recall ratios. Moreover, the F1-Score range is 

between 56% and 61%. The MLP in this approach has the 

maximum F1-Score like the previous approaches compared 

with the DT algorithm. 

 

4.4 ICA approach outputs 

 

As the last functional data dimensionality reduction strategy, 

ICA can help optimize and mitigate the computational 

complexity and time consumption associated with the WBAN 

sensor used to alert healthcare professionals with a higher 

degree of accuracy and performance when a heart attack may 

occur in patients. So, it’s simple to provide practical and 

trustworthy help. Table 4 displays the primary evaluation 

metrics and effectiveness examination related to the two 

algorithms used in this technique’s numerical outcomes. 

 

Table 4. ML evaluation outputs using the ICA approach 

 
Models Accuracy Precision Recall F1-Score 

DT 93% 63% 53% 58% 

MLP 97% 73% 55% 63% 

 

It is deduced from Table 4 that the two algorithms’ accuracy 

ratios related to the investigated algorithms correspond to 

remarkably high quantities. Nevertheless, in this approach, 

only the MLP algorithm had the highest proportion (with a 

percentage of 97% than the DT, which has an accuracy of only 

93%). In addition, Figure 11 offers a graphical representation 

pertaining to the four metrics and evaluation criteria 

considered to assess the performance and reliability of both 

algorithms in this work. 

 

 
 

Figure 11. The four metrics’ assessment findings for the 

fourth approach 

 

According to the numerical outcomes presented in Figure 

11, it can be inferred that the precision, F1-Score, and recall 

ranges contain the following ratios (63% to 73%, 53% to 55%, 

and 58% to 63%), respectively. Meanwhile, it is noted that the 

MLP algorithm has the most significant percentages of 

precision, recall, and F1-Score than the DT algorithm.
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5. CONCLUSIONS 

 

This research is guided to evaluate and examine the critical 

contributions and substantial impacts and benefits of 

implementing intelligent ML algorithms and data 

dimensionality reduction techniques in boosting the 

performance and efficiency of WBAN sensors in providing 

valid, accurate, and trustworthy alarming signals for the 

healthcare providers, like doctors, nurses, and physicians to 

help rescue the lives of patients suffering from heart 

arrhythmia. The study depended on PCA, ICA, and spatial 

correlation approaches for data dimensionality mitigation. 

Furthermore, Decision Tree and Multilayer Perceptron 

algorithms were employed to achieve accurate and high-

performance detection of anomalies and irregularities. Based 

on the numerical simulation and Python code analysis, the 

work results can be summarized in the following paragraphs: 

(I) Adopting active data dimensionality reduction 

techniques for the massive dataset would help 

improve WBAN sensors’ trustworthiness and 

effectiveness. 

(II) Employing PCA, ICA, and spatial correlation 

approaches helped alleviate WBAN sensor battery 

energy usage, data storage, computational complexity, 

and processing time.  

(III) Utilizing data dimensionality strategies could support 

healthcare professionals in rescuing patients before 

severe death threats occur.  

(IV) Employing feature selection removed irrelevant 

features from noisy ECGs. 

 

 

6. RESEARCH LIMITATIONS 

 

Despite the successful implementation of ML approaches 

and execution of this work, this research faced some 

challenges and critical obstacles that limited the overall 

achievement of this study. The most problematic barrier in this 

article was the ethical approval required for patients to permit 

the integration of WBAN sensors in their bodies to collect the 

necessary data associated with their heartbeats and predict 

anomalies and irregularities in the heart function based on the 

gathered database from those intelligent sensors. In addition, 

another barrier of this study is reflected in the long-term 

process of data collection to offer a sufficient amount of 

dataset that can be effectively analyzed by virtue of ML 

concepts. To overcome those two challenges, the researcher 

relied on the provision of the historical dataset available from 

other scholars who have already collected heart pulse 

information from other patients already and uploaded those 

datasets to the web. 

 

 

7. FUTURE SUGGESTIONS AND OUTLOOK 

 

Based on the research findings attained from the execution 

of this study, this study proposes a set of future suggestions 

and prospects that can be adopted and implemented to enhance 

the outputs and contributions of this work. Those future 

suggestions include the following aspects: 

(I) To offer a real dataset from a patient suffering from 

arrhythmia and integrate WBAN sensors to measure his/ 

her heartbeats to provide authentic datasets, 

(II) To utilize other intelligent algorithms not used in this 

article, such as Particle Swarm Optimization (PSO). 
(III) To measure other parameters and variables not 

assessed or examined in this manuscript. 
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