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The escalating prevalence of diabetes globally, exacerbated by lifestyle changes post-

pandemic—including increased screen time, sedentary behavior, and remote work—

has consequently driven a surge in associated complications, notably, Diabetic 

Retinopathy (DR). This ocular complication presents a pressing concern due to its 

potential to precipitate irreversible vision loss. Consequently, the necessity for timely 

and accurate DR detection is paramount, especially in circumstances where 

conventional diagnostic approaches are either challenging or financially prohibitive. 

Capitalizing on the prowess of fuzzy logic in managing uncertainties, this study 

introduces an innovative application of Extended Fuzzy Logic for the early-stage 

detection of DR. Rather than focusing solely on overt symptoms, this approach discerns 

subtle similarities in retinal irregularities between diabetic patients and non-diabetic 

individuals. To quantify these similarities, the 'f-validity' value was computed based on 

DR risk factors and associated symptoms, which were subsequently transformed into 

membership function values. The aggregation of these values was facilitated by the 

Ordered Weighted Averaging (OWA) operator. The experimental outcomes of this 

approach align satisfactorily with expert anticipations, boasting an accuracy of 90%, a 

precision of 92.2%, and a sensitivity of 75%. These results, when juxtaposed against 

contemporary studies in the field, underscore the promise of this scheme in advancing 

early diagnostics of DR. The study thus proposes a potential solution that leverages the 

power of fuzzy logic to address the burgeoning challenge of DR. 

Keywords: 

Diabetic Retinopathy (DR), extended fuzzy logic 

(FLe), micro-aneurysms (MA), exudates, 

hemorrhages, ordered weighted averaging 

(OWA), early diagnosis, computational 

diagnosis 

1. INTRODUCTION

Diabetes, a rapidly proliferating epidemic worldwide, 

precipitates a myriad of associated disorders, imposing 

significant burdens on both patients and healthcare systems. A 

prominent and debilitating complication is Diabetic 

Retinopathy (DR), which ranks fourth among global chronic 

diseases [1]. DR, a disorder stemming from prolonged 

uncontrolled diabetes mellitus, inflicts damage on the retina's 

blood vessels, potentially culminating in severe vision 

impairment [2]. Consequently, the early diagnosis of DR is 

paramount, not only facilitating timely treatment but also 

ameliorating disease progression. A plethora of research has 

sought to automate DR detection, with Extended Fuzzy logic 

emerging as a promising tool, as initially suggested in 

reference [3]. 

Interestingly, the post-pandemic lifestyle, characterized by 

extended screen time, reduced physical activity, and limited 

social interaction, has been implicated in the increase of DR 

[4]. These influences are particularly pronounced in regions 

such as the Kingdom of Saudi Arabia, where online work 

predominates, and high screen time and a sedentary lifestyle 

are common [5]. 

Prompted by the need for preemptive DR management, this 

study aims to devise an early detection system that could 

potentially warn individuals about their DR risk based on their 

eye images captured in real-life settings. The envisioned 

prototype could be integrated into smartphones, offering a 

comprehensive health monitoring platform that includes eye 

imaging. Such a tool could identify potential precursors to DR, 

enabling users to take preventive measures before the 

condition advances. 

The remainder of this paper is organized as follows: Section 

II presents the related work and describes the dataset used in 

this study; Section III provides a detailed account of the 

proposed model; Section IV reports the experimental results; 

and Section V concludes the paper with a brief summary of the 

findings and their implications. 

2. LITERATURE REVIEW

The concept of fuzzy valid solution, first proposed by Lotfi 

Zadeh – the originator of fuzzy logic – was elaborated upon in 

[6]. Zadeh envisaged a world exempt of traditional tools such 

as rulers, compasses, and pens, wherein f-valid shapes were to 

be rendered using a spray pen instead. The resulting inexact, 

or fuzzy geometric shapes, as described in reference [7], defy 

categorization as either perfect geometrical entities or the 

complete negation thereof. 
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These indeterminate shapes align with Shannon's 

uncertainty principle. The formulation of the f-principle of 

geometric shapes, initiated in reference [8], defines fuzzy 

geometric shapes via the exponential membership function in 

conjunction with a mathematical function. Building on this, 

the concept of freehand-drawn fuzzy geometric shapes, 

characterized by a fuzziness level between zero and one, was 

explored in reference [9]. The identification and retrieval of 

applications of f-valid geometric shapes were subsequently 

addressed in reference [10]. 

The application of artificial neuro-fuzzy inference in the 

diagnosis of DR was discussed in reference [11], paralleling 

the recent trend of employing machine learning algorithms in 

the early diagnosis of other chronic diseases [12-16]. These 

studies have delved into a variety of machine learning 

algorithms, including the Support Vector Machine, K-Nearest 

Neighbour, Adaptive Boosting, Extreme Gradient Boosting, 

and Synthetic Minority Oversampling Technique, and 

juxtaposed their results with prior research. 

The use of ensemble techniques in the study of epilepsy in 

both pediatric and adult populations was reported in references 

[17, 18]. The dynamic fuzzy rule-based system was utilized 

for the early diagnosis of COVID-19 patients in reference [19], 

taking COVID symptoms as parameters to predict the 

likelihood of infection. A clinical decision support system, 

leveraging a fuzzy rule-based system, was proposed and 

implemented in reference [20]. This system aimed to facilitate 

remote patient care from urban doctors through 

communication channels, utilizing data mining techniques 

such as the Apriori algorithm, inductive learning, and the 

British National Formulary (BNF) database. 

The concept of fuzzy prediction using new soft computing 

was introduced to supersede previous forecasting 

methodologies [21]. This approach employed event 

discretization of time series, frequency partitioning, and 

optimization. Predicting the average length of a patient's stay 

based on past data was discussed in reference [22], with a view 

to forecasting the allocation of patient facilities in advance. 

Transfer learning, a specialty of deep learning, was proposed 

as a tool for predicting various diseases in the healthcare sector 

[23-27]. 

The application of Deep Learning in the detection of DR 

from early to late stages was reported in reference [28]. The 

real-time analysis of DR achieved an accuracy ranging from 

90% to 96%, with external validations yielding results of up to 

97%. The authors in reference [29] reviewed various methods 

of segmentation, classification, and constraint calculation for 

DR. They conducted a statistical analysis of DR detection and 

classification with a comprehensive literature review spanning 

2000 to 2021, examining over 800 documents. They 

recommended focusing on balanced and multimodal datasets, 

semi-supervised, self-supervised, and deep neural networks. 

The authors in reference [30] underscored the need for 

intelligent methods for DR diagnosis, to supplant the time-

consuming and potentially error-prone manual screening of 

DR fundus images. They suggested that convolutional neural 

networks could be used for classification and detection of DR 

in fundus retinal image datasets. The potential of Artificial 

Intelligence in ensuring accurate diagnoses of DR was 

explored [31]. The authors asserted that pattern recognition, 

which facilitates complex relationships between input and 

output image comparisons of DR, could simplify the detection 

of retinal disorders, including DR, for ophthalmologists. 

 

3. DATASET 

 

To evaluate the early DR detection method, the publicly 

available DIARETDB1 database is used. The database 

consists of 89 eye fundus color images of which 84 comprises 

the mild signs of Diabetic Retinopathy (Micro-aneurysms), 

and 5 are considered normal which do not contain any DR 

related signs. Diabetic Retinopathy Images were taken using 

50-degree view position with digital fundus camera with 

different imaging situations [32]. For the implementation, 

MATLAB software version R2015b has been used. 

 

 

4. DESCRIPTION OF THE PROPOSED TECHNIQUES 

 

The process of finding the damage percentage of the retina 

which is caused by Diabetic Retinopathy requires some of the 

fundamental constraints that are described in [3]. First the 

medical knowledge which is considered as Diabetic 

Retinopathy risk factors, will be taken from the diabetic 

patient. This information includes duration of diabetes, 

glycemic level, hypertension level, cholesterol level and 

hemoglobin blood level. Then the difference will be computed 

for each risk factor which will be done by subtracting them 

from the normal values. Then the number of infected regions 

by each Diabetic Retinopathy sign will be counted. That will 

be done by taking the retinal fundus image of the patient eye 

to detect the three signs associated with Diabetic Retinopathy 

which are micro-aneurysms, hemorrhages and exudates. To 

ensure accurate detection of the symptoms the retinal 

landmarks must be extracted first as they have similarities with 

the DR signs. The retina has three main landmarks which are 

optic disc, blood vessels and fovea.  

 

4.1 Optic disk extraction 

 

The optic disk must be removed because it exhibits the same 

bright color as the exudates. The method was implemented 

based on the proposed methodology described in reference 

[33]. The method starts by taking the intensity channel of the 

input image and applying a median filter to reduce the noise. 

Then the difference of every tiny region was improved by 

applying adaptive histogram equalization (CLAHE). 

 

 
 

Figure 1. The steps for the optic disk localization algorithm: 

(a) The intensity channel; (b) The result of applying a closing 

operator; (c) The threshold image;(d) The result of 

complementing and overlaying IMG2; (e) The result of the 

subtraction; (f) The final image 
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The optic disc has high intensity value as well as the blood 

vessels, thus the blood vessels are removed by applying a 

closing operator on the enhanced image resulting in IMG1. 

Then, thresholding IMG1 to get IMG2, the value of the 

threshold was determined by selecting the brightest 5% of the 

pixels. IMG2 is then complemented and overlaid on the 

intensity channel to get IMG4 which is used as a marker in the 

next step which is the morphological reconstruction with the 

intensity channel as a marker resulting in IMG5. IMG5 is then 

subtracted from the intensity image resulting in IMG6 and 

threshold using the Otsu algorithm to get IMG7. Since the 

optic disc is usually the largest area in the resulted image, the 

largest component was selected as the optic disc or part of it 

and then the centroid and major axis length was calculated to 

be used in extracting the optic disc completely. Figure 1 

illustrates the result of each operation. 

 

4.2 Blood vessels extraction 

 

Another necessary landmark to be extracted is the blood 

vessels as they exhibit the same color as Micro-aneurysms and 

Hemorrhages. The algorithm for the blood vessels was 

implemented based on the proposed methodology described in 

[34]; the algorithm starts with converting the image into 

grayscale using Craig's formula to get IMG1. At first, an 

opening operator with a disk element of radius three was 

applied to IMG1 to remove minor noise and get IMG2. A 

closing operation is then applied on IMG2 with a disk element 

of radius eight to eliminate the blood vessels and get IMG3. A 

top hat transformation is then applied on IMG3 to get the high 

contrast blood vessels image. Finally, to reduce the noise, only 

the largest blood vessels are in the final image. Figure 2 

illustrates the result of each operation. 

 

 
 

Figure 2. The steps for the blood vessels extraction 

algorithm: (a) The RGB Luminance value with reduced 

noise; (b) The result of Top-Hat transformation; (c) The 

extracted blood vessels 

 

4.3 Fovea extraction 

 

The fovea, which is the last landmark, is removed because 

it also exhibits the same color as Micro-aneurysms and 

Hemorrhages. The method used to extract the fovea is the 

same as the method used for hemorrhages which will be 

discussed later in this paper except that the threshold value is 

obtained by taking the mean value of the green channel instead 

of the red channel in the hemorrhages. At the end the largest 

object is selected to be the fovea. 

 

4.4 Micro-aneurysms detection 

 

The first DR sign that needs to be detected is the Micro-

aneurysms (MA). The detection of Micro-aneurysms was 

implemented based on the proposed methodology described in 

reference [35].  

The retina image must be set to size 752×500 to make the 

diameter of the micro-aneurysms about 10 pixels.  

Then, the green channel (IMG1) of the RGB image is taken 

since the red lesions such as Micro-aneurysms and blood 

vessels have the highest contrast with the surroundings of 

retina in this channel. A median filtering operation of 35×35 

is then harnessed before applying the contrast limited adaptive 

histogram equalization (IMG2). After that, shade correction is 

applied using a low pass filter (IMG3) to correct the 

background variation.  

The blood vessels must be eliminated from the original 

image to get IMG4. The extended-minimum transformation is 

used on the shaded corrected image IMG3 to get IMG5 with 

threshold value of 12. The result image IMG5 is a binary 

image with the white pixels representing the regional 

minimum in the original image. Then, the previously detected 

blood vessels IMG4 is deducted from the resulting image 

IMG5. The final step is detecting the micro-aneurysms on the 

image, which are the regions that have the size of 10 pixels. 

Figure 3 illustrates the result of each operation. 

 

 

 

Figure 3. Shows the steps for the Micro- aneurysm detection 

algorithm: (a) the filtered green channel; (b) noise removal; 

(c) Shade corrected image; (d) Extended-Minima transform; 

(e) Image after blood vessels removal; (f) the detected Micro-

aneurysm 

 

4.5 Hemorrhages detection 

 

 

 

Figure 4. The steps for hemorrhages detection algorithm: (a) 

Green channel of input image; (b) Filled green image; (c) 

The result of subtracting the green channel from the filled 

image; (d) The result of thresholding IMG3; (e) Image 

without the blood vessels and the fovea; (f) Final image 
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For detecting the second sign Hemorrhages which appears 

like micro-aneurysms but bigger in size, the method discussed 

[36] was implemented. The method begins with extracting the 

green channels of the input fundus image (IMG1); then 

morphological filling is carried-out on the extracted green 

channel to recognize the red lesions which are micro- 

aneurysms and Hemorrhages (IMG2). Then the green channel 

image is deducted from the unfilled green channel to remove 

all the dark regions appearing in both the filled green channel 

and the unfilled one (IMG3).  

IMG3 is then applied to the threshold according to the 

intensity by using the average pixels value in the red channel 

of the input image as a threshold value (IMG4). Then, the 

blood vessels extracted image and the fovea image are 

subtracted from IMG4 to remove all the regions belonging to 

them (IMG5). 

Finally, all the regions which are bigger than 40 pixels have 

been considered as Hemorrhages. Figure 4 illustrates the result 

of each operation [37, 38]. 

 

 

 

Figure 5. The steps for the exudates detection algorithm: (a) 

the filtered green channel; (b) The result of thresholding the 

filtered image; (c) The reconstructed image using IMG4, 

IMG5; (d) Image without optic disc; (e) The reconstructed 

image using IMG9, Green Channel; (f) The extracted 

exudates 
 

4.6 Exudates detection 

 

The last DR sign that needs to be detected is the exudates. 

This method was implemented based on the proposed 

methodology described [39]. First, a Gaussian filter is used to 

the input image to reduce the noise. Then, the green channel is 

taken since the exudates and blood vessels regions have high 

contrast; blood vessels are excluded by using a morphological 

closing to get IMG1. The exudates candidate regions are then 

achieved by calculating the local variation of each pixel in 

IMG1 and thresholding the resulted image (IMG2) to get 

IMG3. IMG3 contains the borders of bright large object and 

small bright objects and to get the entire candidate regions, 

IMG3 is dilated to get IMG4. Then IMG4 is eroded with an 

element half size the previous one to get IMG5. Both IMG4 

and IMG5 are then used to perform morphological 

reconstruction to get IMG6. Since optic disk and exudates 

have bright colors, the optic disk is eliminated by subtracting 

a dilated version of it from IMG6 to get IMG7. After that, the 

regions in IMG7 are set to zero in the green channel to get 

IMG8. Then a reconstruction operator is applied using the 

green channel as a mask and IMG8 as maker to get IMG9. The 

binary image is then accomplished by employing a threshold 

to the difference between the green channel image and IMG9. 

Finally, the remaining blood vessels are eliminated by 

subtracting the blood vessels from the binary image. The 

following Figure 5 illustrates the result of each operation. 

After finding the difference in Diabetic Retinopathy risk 

factors and the signs, the f-validity computation begins by 

using the exponential membership function. The f-theorem 

will be used to find the f-validity which is represented as 

following: 

 

µ(𝑓 − 𝑡ℎ𝑒𝑜𝑟𝑒𝑚) = µ1 ∗  µ2 ∗ µ3 … .∗ µ𝑛 (1) 

 

𝜇 = 𝑒−|𝑑| (2) 

 

Then, OWA is used to aggregate the membership function 

values which gives the final f-validity value.  

 

4.7 Ordered weighted averaging (OWA) operator 

 

An OWA operator [40] of element ‘n’ is a mapping Ordered 

Weighted Averaging such that: Rn → R that has an associated 

set of weights: w=(w1, w2,..,wn)T to the vector ai(i=1, 2, 3, ..., 

n) such that:  

 

∑ 𝑤𝑖 = 1 𝑎𝑛𝑑 𝑤𝑖  ∈ [0,1] 
𝑛

𝑖=0
  (3) 

 

So, 𝐹(𝑎1, 𝑎2, … , 𝑎𝑛) = ∑ 𝑤𝑖𝑎𝜎(𝑖)
𝑛
𝑖=1 , where, 𝜎 =

1, 2 ,3 … . 𝑛. 

𝑎𝜎(𝑖) is the biggest value in the set (a1, a2, ..., an) such that  

 

𝑎𝜎(𝑖) ≥ 𝑎𝜎(𝑖−1) 
 

The final f-validity will be the combination of the f-theorem 

and OWA which can be represented as following: 

 

f-validity=∑ 𝑤𝑖µ
𝑛
𝑖=0  (4) 

 

 

5. RESULTS OF EXPERIMENT AND DISCUSSION 

 

As was discussed in section 2, DIARETDB1 database was 

used to evaluate the model. Around 30 images were taken from 

the dataset and their medical information was specified by an 

expert along with his final expected results which were 

compared against the system's results. In this section a detailed 

example will be illustrated for different cases mild, moderate, 

sever and normal.  

Table 1 summarizes the result of different cases. 

Mild 

Figure 6 shows a retinal fundus image which belongs to the 

mild Diabetic Retinopathy level. The expert specified the 

medical information for this case as 15 years for diabetes 

duration, 7.3 for A1C test, 125/74 for blood pressure, 112 for 

cholesterol level and 16 for hemoglobin blood level. The 

number of Micro-aneurysms detected is 3, number of 

Hemorrhages detected is 1 and the number of exudates is 5. 

Using the medical information the difference between the 

patient's information, the normal values and the number of 

infected regions will result in the input differences which are 

[15, 1.7, 0, 0, 0, 0, 3, 1, 5], the membership function values are 

[3.05×10-6, 0.1827, 1, 1, 1, 1, 0.0498, 0.3679, 0.0067] and for 

these nine parameters the weight vector is [0.1587, 0.1587, 

0.1587, 0.1587, 0.1587, 0.1587, 0.0476, 0, 0]. Using the OWA 

operator, the f-validity is computed result is 0.72468. 
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Table 1. Samples of the result 
 

Image Duration A1C Blood Pressure 
Cholesterol 

Level 

HB Blood 

Level 

Expected 

Result 

F-

Validity 

 

21 7.8 148/86 175 15.8 Moderate 0.64934 

 

25 8.6 150/86 208 17 High 0.32539 

 

15 7 125/80 120 16 Low 0.68434 

 

21 8.1 136/79 170 15.5 Moderate 0.64795 

 

26 8.5 148/86 185 16.5 High 0.32627 

 

0 5.1 120/80 230 15.2 Normal 1 

 

0 4.7 125/85 253 12.5 Normal 0.9525 

 

17 8 138/79 125 15.8 Moderate 0.65235 
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Figure 6. Fundus image with mild DR 

 

f-validity=[1 1 1 1 0.3679 0.1827 0.0498 0.0067 3.05×10-6] * 

[0.1587 0.1587 0.1587 0.1587 0.1587 0.1587 0.0476 0 0] 

=[(1* 0.1587)+(1 * 0.1587)+(1 * 0.1587)+(1 * 

0.1587)+(0.3679 * 0.1587)+( 0.1827* 0.1587)+( 0.0498 * 

0.0476)+( 0.0067 * 0)+( 3.05×10-6* 0)] 

=0.72468 

 

Moderate 

Figure 7 shows a retinal fundus image which belongs to the 

moderate Diabetic Retinopathy level. The expert specified the 

medical information for this case as 23 years for diabetes 

duration, 7.9 for A1C test, 123/75 for blood pressure, 130 for 

cholesterol level and 16 for hemoglobin blood level. The 

number of Micro-aneurysms detected is 17, the number of 

Hemorrhages detected is 47 and the number of exudates is 18. 

Using the medical information the difference between the 

patient's information, the normal values and the number of 

infected regions will result in the input differences which are 

[23, 2.3, 0, 0, 0, 0, 17, 47, 18], the membership function values 

are [1.0262×10-10, 0.1003, 1, 1, 1, 1, 4.1399×10-8, 3.8740×10-

21, 1.523×10-8] and for these nine parameters the weight vector 

is [0.1587, 0.1587, 0.1587, 0.1587, 0.1587, 0.1587, 0.0476, 0, 

0]. 
 

 
 

Figure 7. Fundus image with moderate DR 

 

Using the OWA operator, the f-validity is computed as:  

 

f-validity=[1 1 1 1 0.1003 4.1399×10-8 1.523×10-8 1.0262 

×10-10 3.8740×10-21] * [0.1587 0.1587 0.1587 0.1587 0.1587 

0.1587 0.0476 0 0] 

=[(1 * 0.1587)+(1 * 0.1587)+(1 * 0.1587)+(1 * 

0.1587)+(0.1003 * 0.1587)+(4.1399×10-8 * 

0.1587)+( 1.523×10-8 * 0.0476)+(1.0262×10-10 * 0)+(3.8740 

×10-21 * 0)] 

=0.65083 

Severe 

Figure 8 shows a retinal fundus image which belongs to the 

sever DR level. The expert specified the medical information 

for this case as 22 years for diabetes duration, 8.1 for A1C test, 

148/74 for blood pressure, 180 for cholesterol level and 16.5 

for hemoglobin blood level. The number of Micro-aneurysms 

detected is 27, number of Hemorrhages detected is 38 and the 

number of exudates is 87. 

 

 
 

Figure 8. Fundus image with severe DR 

 

 
 

Figure 9. Fundus image with normal DR 

 

Using the medical information the difference between the 

patient's information, the normal values and the number of 

infected regions will result in the input differences which are 

[22, 2.5, 8, 21, 0, 0, 27, 38, 86], the membership function 

values are [2.7895×10-10, 0.0821, 3.3546×10-4, 7.5826×10-10, 

1, 1, 1.8795×10-12, 3.1391×10-17, 4.4738×10-38] and for these 

nine parameters the weight vector is [0.1587, 0.1587, 0.1587, 

0.1587, 0.1587, 0.1587, 0.0476, 0, 0]. Using the OWA 

operator, the f-validity is computed as  
 

f-validity=[1 1 0.0821 3.3546×10-4 7.5826×10-10 2.7895×10-

10 1.8795x10-12 3.1391×10-17 4.4738×10-38] * [0.1587 0.1587 

0.1587 0.1587 0.1587 0.1587 0.0476 0 0] 

=[(1 * 0.1587)+(1 * 0.1587)+(0.0821* 0.1587)+(3.3546×10-

4* 0.1587)+(7.5826×10-10 * 0.1587)+(2.7895×10-10 * 

0.1587)+( 1.8795×10-12 * 0.0476)+(3.1391×10-17 * 

0)+(4.4738×10-38 * 0)] =0.33054 

 

Normal 

Figure 9 shows a retinal fundus image which belongs to the 

Normal case. The expert specified the medical information for 

this case as 0 years for diabetes duration, 4.5 for A1C test, 

123/75 for blood pressure, 220 for cholesterol level and 15.8 

for hemoglobin blood level. The number of Diabetic 

Retinopathy signs is 0 meaning Diabetic Retinopathy signs are 

not presented. 

Using the medical information, the difference between the 

patient's information, the normal values and the number of 

infected regions will result in the input differences which are 

[0, 0, 0, 0, 0, 0, 0, 0, 0], the membership function values are [1, 

1, 1, 1, 1, 1, 1, 1, 1] and for these nine parameters the weight 

vector is [0.1587, 0.1587, 0.1587, 0.1587, 0.1587, 0.1587, 

0.0476, 0, 0]. Using the OWA operator, the f-validity result is 

1. 
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f-validity=[1 1 1 1 1 1 1 1 1] * [0.1587 0.1587 0.1587 0.1587 

0.1587 0.1587 0.0476 0 0] 

=[(1* 0.1587)+(1 * 0.1587)+(1 * 0.1587)+(1 * 0.1587)+(1 * 

0.1587)+(1 * 0.1587)+(1 * 0.0476)+(1 * 0)+(1 * 0)]=1 

 

5.1 Model evaluation 

 

The performance of system was evaluated by matching the 

expert’s expectation with the f-validity range then overall 

accuracy, sensitivity and precision were computed, which 

defined as [41-50]: 

 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (5) 

 

Sensitivity=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (6) 

 

Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

 

Table 2 illustrates the confusion matrix. 

 
Table 2. Confusion matrix 

 
 Not Damaged Low Moderate High 

Not damaged 10 0 0 0 

Low 0 6 1 1 

Moderate 0 0 8 0 

High 0 0 0 4 

 

The overall model accuracy is 90%. The sensitivity and the 

precision for each class are illustrated in Table 3: 

 

Table 3. Sensitivity and precision 

 
 Not Damaged Mild Moderate High 

Sensitivity 100 75 100 100 

Precision 100 100 88.8 80 

 

 

6. CONCLUSION 
 

In this paper, we have illustrated the result of using 

Extended Fuzzy logic to diagnose Diabetic Retinopathy at an 

early stage where traditional facility is not available or not 

possible to have a provable methodology to assess the 

disorders of diabetic patients’ eye. Basically, we have 

estimated the f-validity value by taking into consideration the 

Diabetic Retinopathy risk factors and its signs. Furthermore, 

the Ordered Weighted Averaging operators are devoted to 

aggregate the membership values of Diabetic Retinopathy 

features. Certainly, this discussion is not restricted to DR, 

instead, it leads to diagnosing more diseases by assessing the 

f-validity value. Moreover, the application of f-validity can be 

applied to various fields such as manufacturing, structural and 

architectural design, forensics, pattern recognition and Image 

retrieval. In future, it is intended to use type II fuzzy as well as 

deep learning and machine learning to further improve the 

results [51-55]. 
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