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COVID-19, a global pandemic, has precipitated millions of fatalities worldwide. 

Concurrently, pneumonia, another perilous disease, continues to affect a vast global 

population. Diagnosis of COVID-19 can potentially be expedited through image 

processing techniques applied to chest X-ray (CXR) images. Innovative methodologies 

such as deep learning and computer vision offer a revolutionary approach to image 

recognition with minimal human input. This study aims to employ deep learning, 

specifically convolutional neural networks (CNN), for the detection of COVID-19 and 

pneumonia. The dataset under scrutiny comprises 9,208 CXR images, distributed across 

three distinct classes: 3,207 normal (35%), 1,281 COVID-19 (14%), and 4,657 

pneumonia (51%). This dataset was subdivided into training and validation data, with 

an 80% allocation for training and 20% for validation. The approach adopted involved 

pre-training modifications before validation through data testing. Eight pre-trained 

models were comparatively analyzed: MobileNet V3 Small, VGG 19, EfficientNet V2 

B0, VGG 16, EfficientNet V2 B3, ResNet RS152, EfficientNet V2 Small, and Inception 

V3. The MobileNet V3 Small model exhibited superior performance, achieving an 

accuracy of 0.9815. 

Keywords: 

COVID-19, pneumonia, chest X-ray images, 

deep learning, convolutional neural networks, 

pre-trained models, image classification 

1. INTRODUCTION

Coronavirus disease 2019 (COVID-19), an infectious 

disease instigated by the novel severe acute respiratory 

syndrome coronavirus 2 (SARS-CoV-2), poses a significant 

global health threat [1]. This virus, previously unidentified in 

humans, belongs to a family of coronaviruses known to cause 

severe illness, similar to middle east respiratory syndrome 

(MERS) and severe acute respiratory syndrome (SARS). 

Typical signs and symptoms of COVID-19 encompass acute 

respiratory symptoms, dyspnea, cough, and fever. The average 

incubation period is estimated to be 5-6 days, extending to a 

maximum of 14 days in some cases. In severe instances, 

COVID-19 may lead to pneumonia, acute respiratory 

syndrome, kidney failure, and even death [1]. 

Pneumonia, a respiratory illness often caused by viral 

infection, induces inflammation in the lungs, impairing the 

sacs' ability to absorb oxygen, consequently leading to cellular 

dysfunction due to oxygen deprivation [2]. Common 

symptoms include high fever, chest pain, difficulty breathing, 

and an accelerated heart rate. Pneumonia predominantly 

affects the elderly (over 60 years old) and children, and 

transmission commonly occurs through inhalation [2]. 

Early detection of both COVID-19 and pneumonia is crucial 

to prevent fatal outcomes. Currently, the detection of COVID-

19 is primarily facilitated through Polymerase chain reaction 

(PCR) tests and swabs of respiratory tract fluids, which often 

yield uncertain results and require up to 24 hours for results. 

Similarly, early detection of pneumonia can be achieved 

through C-reactive protein (CRP) tests, but these also require 

24-48 hours for diagnosis [2]. These methods necessitate

specialized equipment, extended periods for results, and

require trained healthcare professionals, making them time-

consuming, costly, and inaccessible for regions such as

Indonesia, where there is a shortage of healthcare

professionals.

The advent of modern technology, particularly the 

advancement of artificial intelligence, has facilitated efficient, 

automatic learning with minimum human intervention [3]. 

Deep learning, a subset of artificial intelligence, is designed to 

mimic the structure of the human brain and has proven 

effective in solving image processing problems. The 

convolutional neural network (CNN), a deep learning method, 

has been successfully utilized in the medical field for the 

detection of skin cancer [4], breast cancer [5], brain cancer 

calcification [6], and lung segmentation [7]. A study in 2012 

demonstrated the efficacy of CNN in image recognition, with 

accuracy comparable to human vision on a specific dataset [8]. 

These precedents suggest the potential application of CNN for 

the detection of COVID-19 and pneumonia using chest X-ray 

(CXR) imagery, providing a cost-effective, efficient, and 

accessible detection system. 
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Previous studies have implemented CXR for the detection 

of COVID-19 and pneumonia. Wang et al. [9] used the Covid-

Net method, achieving an accuracy of 0.93; Rahimzadeh and 

Attar [10] utilized the Xception and ResNet 50 ensemble 

methods, yielding an accuracy of 0.914; Garg et al [11] 

employed ECOV-net with EfficientNet B3 as the base model, 

resulting in an accuracy of 0.97; and Montalbo [12] used the 

Fused Dense Tiny method, attaining an accuracy of 0.9799. 

Motivated by these findings, the present study proposes a 

novel method for the detection of COVID-19 and pneumonia 

using CNN, incorporating a pre-training module before the 

fully connected layer module. Eight pre-trained models, 

namely MobileNet V3 Small, VGG 19, EfficientNet V2 B0, 

VGG 16, EfficientNet V2 B3, ResNet RS152, EfficientNet V2 

Small, and Inception V3, are comparatively assessed. With 

this pre-training, we anticipate achieving superior accuracy. 

2. MATERIALS AND METHODS

2.1 Datasets 

This study used a curated CXR (chest X-ray) dataset that 

was collected and prepared by Sait et al. [13]. The dataset 

consists of 3 classes, namely: CXR infected with COVID-19, 

CXR infected with pneumonia and normal CXR without any 

infection. The data totals 9208 CXR images, divided into 

1281 CXR COVID-19, 4657 CXR pneumonia and 3270 

normal CXR. Examples of CXR images of COVID-19, 

pneumonia and normal data can be seen in Figure 1. 

Figure 1. Example of a CXR image: (a) COVID-19; (b) 

Pneumonia and (c) Normal 

Prior to model training, the dataset was normalized by 

changing all image sizes to 224×224. Meanwhile, to overcome 

dataset imbalance, the dataset was divided into training data 

and validation data with a ratio of 80% for training and 20% 

for validation data. Before training, it is normalized by 

changing all image sizes to 224×224, as shown in Table 1. 

Table 1. Datasets 

Class 
Training Data 

(80%) 

Validation Data 

(20%) 

Total 

(100%) 

COVID-19 1025 256 1281 

Pneumonia 3726 931 4657 

Normal 2616 654 3270 

Total 76367 1841 9208 

2.2 Transfer learning 

Transfer learning is carried out using feature extraction 

from 8 pre-trained models to find the best accuracy value that 

can be generated. The pre-trained models used include 

MobileNetV3 Small [14], Inception V3 [15], VGG16 [16], 

VGG19 [16], ResNet RS152 [17], EfficientNetV2 B0 [18], 

EfficientNetV2 B3 [18], and EfficientNetV2 Small [18]. The 

feature extraction model will be left frozen, i.e., the layer has 

learned from the ImageNet dataset. Then the final layers will 

be fine tuned by activating (unfrozen) the layer. In the 

activated layer, the layer will retrain to learn the CXR dataset 

used. 

The hallmark of VGG is the simplicity of the architecture. 

The main part of VGG only consists of a convolution layer 

followed by a maxpolling layer. The convolutional layer is 

useful for extracting features from the input image, while the 

maxpolling layer derives the output from the convolutional 

layer. From maxpolling, this can be passed down to the fully 

connected layer. The fundamental difference between the 

MobileNet architecture and the others is the use of a 

convolution layer with a filter thickness that matches the 

thickness of the input image. MobileNet divides convolution 

into depthwise convolution and pointwise convolution. This 

model is very suitable for limited resources such as mobile 

devices. EfficientNet is designed to improve accuracy by 

efficiently scaling depth, breadth and resolution. Ideally leads 

to an optimal balance for each dimension relative to the others. 

In this way, EfficientNet can produce better accuracy without 

increasing computational needs. ResNet was designed to 

address the 'missing gradient' problem. Because the gradient is 

backpropagated to the previous layer, repeated multiplication 

can make the gradient very small. As a result, the deeper the 

network goes, the performance drops rapidly. The way ResNet 

does this is to do an "identity shortcut connection" which skips 

one or more layers so that the gradient can be maintained. The 

Inception architecture consists of a series of convolutional 

layers, pooling layers, and auxiliary classifiers. The main 

innovation in the Inception architecture is the use of "Inception 

Modules", which combine multiple convolution operations 

into a single layer. Inception is very complex because it uses 

many techniques to improve performance; both in terms of 

speed and accuracy. 

In this study, modifications to the classification layer were 

carried out to reduce misclassification and prevent overfitting. 

The model modifications made consist of the global average 

pooling (GAP) layer to pass the feature map into the 

classification layer by taking the average value of each pixel 

value from the feature map to the Flatten layer before passing 

it on to the fully connected layer. The fully connected layer 

consists of 6 fully connected blocks which contain a drop out 

layer with a probability of 0.5 which is useful for reducing 

overfitting, batch normalization to stabilize the training 

process, and a dense layer with 1024 neurons along with reLu 

activation. Then enter the output layer with 3 dense layers 

according to the class used, assisted by softmac activation. The 

architecture of this model can be seen in Figure 2. 

Table 2. Hyper parameters used 

Hyper-Parameter 
Feature Extraction Fine Tunning 

Value Value 

Optimizer Adam Adam 

Learning rate 0.001 0.0001 

Batch size 32 32 

Epoch 50 50 

2211



 
 

Figure 2. Modified model architecture 

 

2.3 Hyperparameters 

 

The hyperparameters used in this study can be seen in Table 

2. The optimizer used is the Adam optimizer, because Adam 

uses less memory than most other optimizers and Adam is the 

most widely used optimization algorithm in image 

classification involving medical images [19, 20]. The learning 

rate value used in the first feature extraction process is 0.001 

while fine tunning is 10 times lower. The loss function used is 

categorical crossentropy because this study uses a multiclass 

classification rather than a binary classification. Batch size 32 

is used to speed up the training process because the training 

data will be divided into batches, and the value 32 is the default 

value of batch_size because it is lighter on memory during the 

training process. 

 

 

3. RESULT AND DISCUSSION 

 

Table 3 shows the accuracy, precision, recall, and f1- scores 

obtained from the training variations of the 8 pre-trained 

models, with bold writing indicating the best accuracy value 

obtained. In this study, MobileNet V2 Small obtained the 

highest accuracy value, namely 0.9815 or 98.15%. MobileNet 

has the highest performance in this study because MobileNet 

is specifically designed for computer vision tasks, where 

efficiency and performance are better than other models on 

mobile devices and limited resources. Accuracy, precision, 

recall and f-1 score visually can be seen in Figure 3 where it 

can be seen that the average score of MobileNet V3 is the 

highest 

The training performance and validation test for each 

selected epoch can be seen in Figure 4. The green line indicates 

the start of the fine tuning process, namely at epoch 50. At that 

time the accuracy and loss in all models show an increase 

during the fine tuning process. 

 

3.1 MobileNet V3 performance 

 

The next stage is to evaluate the best model produced in this 

study, namely MobileNet V3 Small. Evaluation was carried 

out using 20% data testing (validation) outside of training data, 

namely 250 COVID-19 images, 931 images of pneumonia, 

and 654 normal images. The results of testing in the form of a 

confusion matrix can be seen in Table 4. From this table we 

calculate the accuracy in a simple way, namely the number of 

predicted labels that correspond to the true label (TP+TN) 

divided by all data (TP+TN+FP+FN) which results is 0.9815 

or 98.15%, where the results are the same with the results of 

accuracy when training with the training dataset. 

 

 
 

Figure 3. Results of training performance 

 

Table 3. Results of training performance 

 

Model Accuracy Precision Recall 
F-1 

Score 

MobileNet V3 

Small 
0.9815 0.9851 0.9836 0.9843 

VGG 19 0.9783 0.9823 0.9770 0.9796 

EfficientNet V2 

B0 
0.9739 0.9784 0.9767 0.9775 

VGG 16 0.9728 0.9780 0.9711 0.9744 

EfficientNet V2 

B3 
0.9728 0.9760 0.9746 0.9753 

ResNet RS152 0.9707 0.9749 0.9746 0.9747 

EfficientNet V2 

Small 
0.9666 0.9686 0.9702 0.9693 

Inception V3 0.9208 0.9317 0.9112 0.9207 

2212



 
(a) Mobilenet V3 Small 

 

 
(b) EfficientNet V2 B0 

 

 
(c) EfficientNet V2 Small 

 
(d) EfficientNet V2B3 

 

 
(e) VGG 1 

 

 
(f) VGG 19 
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(g) ResNet RS152

(h) Inception V3

Figure 4. Performance of 8 models during training 

Table 4. Testing results 

Predicted 

Value 

Actual Value 

COVID-19 Pneumonia Normal 

COVID-19 254 1 1 

Pneumonia 0 914 17 

Normal 0 15 639 

3.2 Analysis on wrong predictions 

In the images with the true label COVID-19, out of 256 

images there is still one image that is predicted to be 

pneumonia and one image predicted to be normal. In the 

COVID-19 image which is predicted as pneumonia, there is a 

lot of noise in the chest cavity so that the image is predicted as 

pneumonia. In the COVID-19 image which is predicted to be 

normal, it is indicated that the exposure captured is too low so 

that the consolidation of opacity and ground-glass that should 

be seen in the lobe as a characteristic of COVID-19 is not 

visible. The two incorrectly predicted images can be seen in 

Figure 5. 

Figure 5. The mispredicted image of COVID-19: (a) 

Predicted as pneumonia and (b) Predicted as normal 

In the images with true label pneumonia, out of 931 images, 

there are no images that are predicted to be COVID-19 and 

there are 17 images that are predicted to be normal. In 

pneumonia images that are predicted to be normal, the 

exposure captured is too high so that the shadow of the opacity 

in the chest cavity cannot be seen so that the image is predicted 

to be normal. An example of an image with a true label of 

pneumonia which is predicted to be normal can be seen in 

Figure 6. 

Figure 6. Example of pneumonia predicting normal 

In the images with normal true labels, out of 654 images, 

there are no images that are predicted to be COVID-19 and 

there are 15 images that are predicted to be pneumonia. In the 

normal image which is predicted as pneumonia, there is a lot 

of noise in the chest cavity so that the image is predicted as 

pneumonia. An example of an image with a normal true label 

which is predicted as pneumonia can be seen in Figure 7. 

Figure 7. Normal sample predicting pneumonia 
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3.3 Grad-CAM analysis 

In machine learning models, visual interpretation can also 

be carried out before being applied to clinical trials [21]. 

Visualization can be done using Grad-CAM which is useful to 

show that the model can study patterns of infected locations 

and mark infected areas. The Grad-CAM heat map highlights 

the areas showing the most prominent features that the model 

says are important for diagnosing each CXR. Even though the 

Grad-CAM still has limitations, namely not being able to 

display the entire area without errors, the Grad-cam is very 

helpful in improving the model [22]. Figure 8. shows a visual 

example of Grad-CAM COVID-19, pneumonia and normal. 

Based on Figure 6. it can be seen that in COVID-19, the 

prominent area is the side of the lobe, both left and right. On 

the heat map it appears yellow. In pneumonia, seen high 

intensity (red) in all areas of the lung. This is due to the nature 

of pneumonia in the form of inflammation that spreads 

throughout the lung area. On a normal image, there is no 

protruding part of the lung area. 

Figure 8. Grad-CAM image of COVID-19, pneumonia and 

normal 

Table 5. Research results as a comparison 

Related Work Method Clases Accuracy 

Rahimzadeh 

and Attar [10] 

Ensemble 

Xception and 

ResNet50 

Covid19, 

Pneumonia, 

Normal. 

0.9140 

Shastri et al. 

[20] 

Inception with 

Transfer Learning 

Covid19, 

Pneumonia, 

Normal. 

0.9300 

Wang et al. [9] COVID-Net 

Covid19, 

Pneumonia, 

Normal. 

0.9330 

Garg et al. [11] 

ECOVNet-

EfficientNet B3 

Base 

Covid19, 

Pneumonia, 

Normal. 

0.9700 

Montalbo [12] 
Fused DenseNet 

Tiny 

Covid19, 

Pneumonia, 

Normal. 

0.9799 

Proposed 

method 

Modified 

MobileNet V3 

Small 

Covid19, 

Pneumonia, 

Normal. 

0.9815 

3.4 Comparison 

By using 8 pre-trained models with modifications to the 

classification layer, the best results were obtained on the 

MobileNet V3Small model with 98.15% accuracy. This model 

is able to produce better accuracy than previous studies that 

have been carried out by several other researchers as shown in 

Table 5. 

4. CONCLUSION

The modified model that we propose can classify CXR into 

3 classes, namely normal CXR, COVID-19 CXR, and 

pneumonia CXR. This research was able to produce 

competitive accuracy values compared to other models. Based 

on the results that have been obtained, the best accuracy is 

obtained from the modified model using MobileNet V3 Small 

with an accuracy of 98.15%. This model gets the highest 

accuracy results when fine tuning is done. However, this 

research cannot be used to completely replace a doctor's or 

medical expert's diagnosis because it does not produce 100% 

accuracy. The results of this study can be used as a tool to 

confirm the results of a CXR diagnosis by a doctor or medical 

expert. 
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