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The escalating global embrace of yoga as a holistic approach to well-being has accentuated 

the demand for refined and efficient techniques in yoga posture recognition. Traditional 

manual methods, although valuable, have exhibited protracted timelines and vulnerability 

to inaccuracies. In response, we introduce an innovative solution that harnesses the 

capabilities of deep learning (DL) models, elevating both the precision and accuracy of 

posture detection. Our approach predominantly leverages the Thunder variant of the 

MoveNet model, renowned for its exceptional proficiency in distinguishing an array of 

yoga postures. This model is seamlessly amalgamated with the MediaPipe technique, 

facilitating adept keypoint identification and skeletonization. In our proposed framework, 

input images undergo initial preprocessing, followed by skeletonization achieved through 

keypoint extraction. This pivotal process enables the encapsulation of distinctive points 

intrinsic to individual yoga poses. Central to our methodology is the incorporation of the 

large and diverse yoga (LDY) dataset, which encompasses five distinct yoga pose 

categories: Downdog, Goddess, Plank, Tree, and Warrior. A thorough evaluation 

demonstrates our approach's outstanding accuracy of 99.50% when deployed on the LDY 

dataset. As maintaining precise posture is pivotal in averting immediate discomfort and 

mitigating long-term health complexities, the implications of this advancement are 

profound. It charts a course toward more meticulous and accessible mechanisms for 

detecting yoga poses, thus profoundly influencing the physical and mental well-being of 

practitioners. 
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1. INTRODUCTION

In the contemporary environment, individuals are fixated on 

their routines due to the fast-paced nature of work. The rushed 

lifestyles that prevail have led to a multitude of severe health 

concerns among the majority. Yoga, an age-old communal 

endeavor rooted in India, encompasses aspects of mental, 

physical, and spiritual empowerment [1]. The significance of 

mental well-being spans across all stages of life, encompassing 

infancy, adolescence, and adulthood. Despite its undeniable 

importance, mental health often goes overlooked. The impact 

of mental health disorders reverberates on a global scale, 

affecting nearly 870 million individuals worldwide [2]. Since 

2016, fitness Apps have seen a massive boom, with use 

increasing by more than 50% in only six months. The fitness 

App industry is expanding at a rate 85% higher than other App 

categories. Wearable technology's ability to assist users in 

keeping track of their fitness routines has contributed to the 

hike in popularity of yoga fitness applications [3]. 

Individual person behaviors are identified using human 

posture classification. Understanding human appearance and 

its related qualities is necessary for evaluating persons and 

uncovering human interactions with their environment, both 

of which are critical for industrial applications today [4]. 

Smartphones and other mobile devices have become more 

important in people's daily lives because of technology 

advancements that have made them more convenient. From an 

international perspective, it is predicted that by 2023, there 

will be 7.33 billion user increases from the anticipated 6.8 

billion in 2018 [5]. Specifically, 90% of smartphone use time 

is spent interacting with mobile Apps. According to a recent 

systematic review, muscle strength, flexibility, balance, and 

quality of life are just some of the health-related important 

fitness metrics that have been shown to improve with yoga 

practice [6]. 

However, because of physiological variances, the review's 

findings cannot be extrapolated to all patients. Because of this, 

we decided to perform a systematic review to see how well 

yoga intervention fared with other exercise programs and 

inactive controls in improving health-related fitness and 

quality of life for individuals. The crucial information such as 

posture, attitude, gest [7]. Contend that the usage of ICTs and 

apps reduces the need for traditional modes of transportation 

as well as the need for physical venues to house genuine places 

of employment. Yoga, like any other exercise, must be done 

exactly since any wrong position during a yoga session can be 

useless and occasionally harmful [8]. 

The difference between an instructor's and a user has chosen 

body angles is subsequently calculated. If it is higher than the 

threshold, the procedure recommends that the part be repaired. 

Because of this concept, people will be able to practice yoga 

anywhere, including at home. As a result, everyone, regardless 

of age or health, may practice yoga. Hence, automated yoga 

pose detection is required for accurate and fast yoga practice 

[9]. 

Extensive research has been managed in the literature to 

construct several technology models. This section summarizes. 

Innovative techniques for human posture detection are linked. 
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Existing performance evaluation systems use simulators, 

sensors, and other sensing equipment and gadgets to detect 

how similar human body motions are to teacher actions. The 

system's ability to handle diverse self-taught scenarios and 

utilize Kinect for real-time recording of essential human body 

areas remains uncertain. As a result, it cannot recognize yoga 

poses. Despite the fact that the researchers described this 

approach for recognizing yoga poses, they did not teach the 

user how to fix improper yoga postures. As a result, it must be 

handled as well. In the study [10], they created an automated 

system-based yoga training approach for analyzing a 

practitioner's postures that consisted of feature points based on 

skeletons, contours, and dominating axes. The technology 

captures postural information and optimizes feature point 

identification, and supports axis building approaches. It 

creates yoga body skeletons by comparing performance with 

Microsoft Kinect and the open framework, as well as a camera, 

which is of RGB and a depth sensor to estimate/track the 

articulate stance [11]. 

Unfortunately, insufficient body map segmentation causes 

inconsistencies in offered instructions. They construct a 

computer using the capabilities of the Kinect gadget. Adaboost 

interface system for training purposes an algorithm was used 

to identify six yoga poses, it is effective in tracking depth, 

color, and body [12]. The intelligent system has also been built 

to recognize seated user in a wheelchair posture. After 

collecting data from a network of sensors using the 

neighborhood rule, the data is balanced using the k-nearest 

neighbor technique and the dimensions are reduced using 

principal component analysis. The pre-processed and balanced 

data is next subjected to the k-nearest neighbor approach [13]. 

The amount of data in this instance is a little smaller, but the 

outcome is astounding. To recognize posture, machine 

learning techniques such as convolution neural network 

(CNN), least square-support vector machine (LS-SVM) 

classifier and artificial neural network (ANN) are employed. 

The yoga data is acquired by inserting a sensing cushion 

consisting of a pressure sensor mat into the seat cushion of a 

children's chair and ten youngsters take five different 

viewpoints [14]. According to the constructability of inquiry 

signals from learned event dictionaries online, they provide a 

fully unsupervised dynamic coding strategy for recognizing 

strange occurrences in preprocessed images [14]. To 

categorize yoga positions, the algorithm employed deep 

learning techniques. Ancient machine learning methods need 

the extraction of characteristics as well as engineering, deep 

learning, algorithms on the other hand, reads data and extracts 

features. Using star skeleton computation method, a self-

instructed system for the yoga posture is created for pose 

detection [15]. 

Drawing from the insights gained through the literature 

review, we can formulate the research problem in the 

following manner: In our fast-paced modern lives, we often 

become engrossed in daily tasks and overlook the importance 

of self-care, which encompasses physical and emotional well-

being. Maintaining proper posture during exercise is essential, 

as improper posture can lead to physical issues. The 

consequences of physical inactivity extend beyond the 

physical realm, impacting mental health as well. 

Inspired by cutting-edge methodologies, our proposed work 

aims to introduce a computer-aided automatic system for yoga 

pose detection. This innovative approach employs MediaPipe 

and a MoveNet-based deep learning technique, utilizing 

preprocessed input images capturing various yoga poses. 

The main contribution of the proposed research work is as 

follows. (1) To propose an automated yoga pose detection 

framework using a novel MoveNet and MediaPipe-based deep 

learning model. (2) To enhance the performance of the model, 

keypoint-based skeletonization with the MediaPipe approach 

is used. (3) The Thunder version of MoveNet is used to 

improve the accuracy of yoga pose detection. (4) The 

effectiveness of the proposed method has been tested on a 

public yoga dataset of five classes. 

The outlines of the remaining sections of the paper are as 

follows. The dataset used in the research work has been 

described in Section II. The proposed methodology is 

described in Section III. The experimental results and 

discussion is explained in Section IV. The conclusion is 

presented in Section V. In the end we present the references 

used in the article. 

 

 

2. DATASET 

 

The proposed method has been evaluated on large and dive

rse yoga (LDY) dataset consisting of five yoga classes. The y

oga dataset used in this work is available on https://www.kag

gle.com/datasets/lakshmanarajak/yoga-dataset. The dataset co

nsists five yoga classes Downdog, Goddess, Plank, Tree, and 

Warrior. It consists of 2000 key pose images of these yoga cl

asses [16]. These key pose images are separated for training a

nd testing purposes. Different yoga pose images from the use

d LDY dataset is shown in Figure 1. 

In this study, the large and diverse yoga (LDY) dataset has 

been used to evaluate the performance of the proposed model. 

A training dataset and a test dataset are separated in the 

available database. The image is stored in jpg file format 

having size of 300×300 pixels. Further, we use contrast 

histogram equalization strategy (CLAHE) to improve the pixel 

intensity and contact of the images [17, 18]. The details of the 

training and testing images are given in Table 1. 

 

 
 

Figure 1. Different yoga pose images from the used LDY 

dataset [16] 

 

Table 1. Large and diverse yoga (LDY) dataset of five 

classes 

 
Yoga 

Class 

Training 

Image 

Test 

Image 

Validation 

Image 
Total 

Downdog 300 100 28 428 

Goddess 306 70 26 402 

Plank 314 100 28 442 

Tree 220 50 20 290 

Warrior  321 90 27 438 

Total  1461 410 129 2000 

 

We create our training dataset by passing labeled images 

through all the models and then collecting all the landmark 

data and ground truth labels into CSV files. A dataset of yoga 

poses is used for further processing. A training dataset and a 

test dataset are separated in the directory. The dataset has been 

divided into train and test sets. We create a pose classification 

model that outputs the predicted labels and accepts the 
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landmark coordinates as input. With the use of landmark 

coordinates, our TensorFlow model can forecast the pose class 

that the subject in the input image would adopt. Two sub-

models make up the main model, Sub model 1: computes a 

pose embedding (also known as a feature vector) using the 

coordinates of the detected landmarks as keypoints extracted 

from MediaPipe. Sub-model 2: predicts the pose class by 

feeding the pose embedding through several dense layers. 

Using the preprocessed dataset as a base, we trained the model. 

Fill the train and test datasets with the preprocessed CSV files. 

 

 

3. PROPOSED METHODOLOGY 

 

In the proposed framework, we introduced automatic 

detection of yoga poses using MediaPipe and a MoveNet-

based deep learning approach. The research uses raw images 

of yoga poses as input data. The raw images are resized using 

the bicubic interpolation technique. Bicubic interpolation is a 

method to resize images while preserving their quality by 

calculating new pixel values based on the surrounding pixels. 

After resizing, the images are normalized. Normalization 

typically involves scaling pixel values to a specific range (e.g., 

0 to 1) to ensure consistent data input to the model. In this case, 

the images are skeletonized using keypoints detected using the 

MediaPipe approach. MediaPipe is a framework developed by 

Google for building applications that involve perception tasks, 

like hand tracking, facial recognition, and pose estimation. 

Then, MediaPipe is employed to detect keypoints or 

landmarks on the yoga pose images. These keypoints are 

specific landmarks on the human body that help define the 

pose's structure and orientation. The skeletonized images, 

represented by keypoints, are fed into the MoveNet model. 

MoveNet is a deep learning model designed for human pose 

estimation. It's likely that the model can recognize and classify 

different yoga poses based on the key points. Then, the 

MoveNet model is utilized to classify the yoga poses. The 

keypoints provide a simplified representation of each pose, 

making it easier for the model to learn and differentiate 

between different poses. 

 

3.1 Skeletonization using MediaPipe approach 

 

In the proposed framework, the skeletonization is done 

through the keypoints detection using the MediaPipe approach. 

In this work, the traditional skeletonization technique is used 

by much more accurate and efficient deep learning approaches 

[10]. 

A deep learning and computer vision-based toolkit called 

MediaPipe, which is used to identify human skeletal posture. 

This demonstrates how keypoints are preferred to the real 

image for posture detection. To find human skeletal main 

points, MediaPipe architecture includes a detector and a 

tracker. While the tracker looks for posture landmarks, the 

detector locates the region of interest in the image [10, 15]. 

The framework by Google can detect 17 distinct points on 

the human body. There are alternatives to MediaPipe available 

like open pose, and blaze poses [7]. However, compared to 

others, MediaPipe, a cross-platform solution, is much faster in 

face, hand, and pose detection. MediaPipe demonstrates 

superior speed and compatibility with intricate perception 

pipelines compared to alternative methods [7, 10, 15] owing 

to its optimized algorithms and streamlined architecture. It is 

ideally suited for complex perception pipelines leveraging 

accelerated inference [19]. Figure 2 show that posture 

detection MediaPipe skeletal view of different yoga poses 

after data pre-processing. 

 

 
 

Figure 2. Posture detection MediaPipe skeletal view of 

different yoga poses after data pre-processing 

 

3.2 MoveNet architecture 

 

MoveNet employs a deep learning architecture designed for 

human pose estimation, which involves recognizing key points 

(also known as keypoints or landmarks) on the body to 

understand its pose. MoveNet uses a convolutional neural 

network (CNN) architecture that has been trained on a vast 

amount of annotated data containing human poses. This allows 

the model to learn the relationships between different body 

parts and their positions in various poses, this holistic 

approach enables MoveNet to accurately classify yoga poses 

based on their distinctive skeletal representations. 

To analyze a person's quantitative accurately, the posture 

must be well described so that the numerical error may be 

estimated. The angle between certain bodily components is the 

most significant information for a yoga position [20]. Yoga 

asanas are easily identified in both live and recorded videos. 

The following processes are used by the system: Data is 

acquired from a camera or recorded footage in the first stage. 

Posture Estimation is a technique that captures a person's 

posture in coordinates, which are subsequently used to 

generate lines on detecting sensors. Coordinates may be used 

to create vectors, which can then be used to calculate the 

angles between two vectors. As a result, we describe 

someone's posture using many angles. This method makes use 

of a dataset to detect yoga positions. The fundamental function 

of this model is to find proper Yoga positions [21]. 

MoveNet is a quick and accurate model that recognizes 17 

key points on the body. The model is offered in two varieties 

on TF Hub: Lightning and Thunder. Thunder is intended to be 

used for high-accuracy applications, whereas Lightning is 

intended to be used for low-latency applications. This is 

accomplished by running the model entirely within the 

browser, without the need to install any dependencies and with 

only one server call during the initial page load [22]. The 

MoveNet architecture is shown in Figure 3. The suggested 

system accurately distinguishes between the real and target 

locations and corrects the user. Because of technological 

advancements, everyone may choose the posture they wish to 

practice. To detect and fix stance difficulties, a real-time 

posture estimation approach is provided that leverages the 

TensorFlow model [23]. The model takes into account both the 

posture confidence score and the key points. The image is 

received by the model, which analyzes it to determine the 

posture. The method creates a collection of key points, and 

helps to find the confidence score and coordinates, there are 
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17 key points in each posture, each of which has an absolute x, 

y coordinate. 

 

 
 

Figure 3. The proposed methodology based on MoveNet 

architecture 

 

 

4. RESULT AND DISCUSSION 

 

In this work, the input images are skeletonized and fed to 

the MoveNet model. In the proposed framework, the 

skeletonization is done through the keypoints detection using 

the MediaPipe approach. We used the Thunder version of 

MoveNet as it gives higher accuracy for a wide variety of yoga 

poses [24]. The study uses original yoga pose images as input. 

keypoints are identified using MediaPipe framework [25]. 

These keypoints guide the skeletonized images into the 

MoveNet model, designed for human pose recognition. The 

model likely identifies and classifies yoga poses based on 

these keypoints. Finally, MoveNet is employed to classify 

yoga poses, utilizing simplified pose representations from 

keypoints for detection and classification. 

In this work, we used the large and diverse yoga (LDY) 

dataset consisting of five yoga classes. It consists of 2000 key 

pose images of these yoga classes. Where different classes of 

yoga Downdog, Goddess, Plank, Tree, and Warrior consists of 

428, 402, 442, 290, and 438 images, respectively. These key 

pose images are separated for training and testing purposes. 

The original yoga images are resized into resolution of 

256×256 pixels. Further, we apply CLAHE to improve the 

contrast and pixel intensity of the images. Then, the resized 

images are skeletonized using MediaPipe approach. In the 

proposed method, we choose 17 prominent keypoints on 

human body. The performance with different Keypoints is 

shown in Figure 4. 

We tested the performance of the proposed method on 

different keypoints, where we obtained higher accuracy on 17 

keypoints. The keypoints extracted from MediaPipe are 

localized using MoveNet model with the help of heatmaps. 

The person-centered heat map enhances model accuracy in 

yoga pose detection by precisely localizing keypoints for more 

precise pose estimation. The MoveNet model has two 

components feature extractor and prediction set heads. In this 

model, four prediction heads are used along with feature 

extractor for prediction. These heads are used to predict 

geometric center, full set of keypoints, and location of key 

points of skeletonized image. Although these predictions are 

computed concurrently, the following series of steps can be 

used to understand how the model works. (1) The centers of 

all the people in the frame are located using the person center 

heat-map, which is the arithmetic mean of all the key points 

that belong to a particular person. The region with the highest 

score is picked, with weighting based on distance from the 

frame's center. (2) To create an initial set of key points for the 

person, slice the key point regression output from the pixel 

corresponding to the object center. Because this is a center-out 

prediction that must operate over multiple scales, the quality 

of the regressed key points won't be very accurate. (3) Key 

point pixels are scaled by weights inversely proportional to 

their regression distance from each key point. This ensures that 

we don't accept regressed key points from background 

participants because they normally won't be near the regressed 

key points and will therefore produce subpar outcomes. (4) To 

choose the final set of key point predictions, the locations with 

the highest heatmap values in each key point channel are 

obtained. 

Figure 5 provides a plot of accuracy versus epoch. It can be 

observed from Figure 5 that the highest validation accuracy is 

obtained at epoch 27. Whereas the highest training accuracy is 

achieved at epoch 18. A plot of model loss function versus 

epoch for training and testing purpose is shown in Figure 6. 

 

 
 

Figure 4. Plot of variation of performance with number of 

keypoints 

 

 
 

Figure 5. A plot of accuracy versus epoch 

 

 
 

Figure 6. A plot of model loss function versus epoch 
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Table 2. Obtained confusion matrix for five classes of 

yoga 

Downdog Goddess Plank Tree Warrior 

Downdog 426 1 0 0 1 

Goddess 1 399 2 0 0 

Plank 0 1 440 1 0 

Tree 0 0 0 289 1 

Warrior 1 0 0 1 436 

Table 3. The obtained ablation results of the proposed 

method on LDY dataset 

Dataset Models/Approach 
Ac 

(%) 

Sn 

(%) 

Sp 

(%) 

LDY yoga 

dataset 

MoveNet (Non-MediaPipe 

and without Preprocessing) 
86.34 84.67 85.20 

MoveNet (MediaPipe and 

without Preprocessing) 
89.50 87.67 88.10 

MoveNet (Non- MediaPipe 

and with Preprocessing) 
92.34 89.67 87.20 

MoveNet (MediaPipe and 

with Preprocessing) 
99.50 97.67 96.10 

Table 4. Performance comparison with the existing methods 

for yoga pose detection 

Author Year Methodology Ac (%) 

Maddala et al. [9] 2019 Deep CNN and JADM 87.27 

Shah et al. [13] 2022 PoseNet and KNN 94 

Gupta and Jangid 

[11] 
2021 Computer Vision 97.4 

Proposed Method 2023 
MoveNet and 

MediaPipe Approach 
99.50 

The pose embedding is computed using the identified pose 

landmarks, and the pose class is predicted using our Keras 

model. In these, first we define the model to keep track of the 

checkpoint with the best validation accuracy, add a checkpoint 

callback. Then Start training to view your training history to 

determine overfit condition. Further, utilize the test dataset to 

assess the model. In which, the trained model, classify poses 

in the test dataset is used. To convert the prediction result to 

class name then evaluate the confusion matrix. The obtained 

confusion matrix for five classes of yoga is provided in Table 

2. 

In this study, parameter accuracy is used for performance 

measurement. The obtained results of the proposed method 

using different approach have been reported in Table 3. It can 

be observed from Table 3 that the proposed framework using 

MoveNet with the Non-MediaPipe approach without 

preprocessed yoga images obtained accuracy (Ac), sensitivity 

(Sn), and specificity (Sp) of 86.34%, 84.67%, and 85.20%, 

respectively. In another approach, we used MoveNet with 

MediaPipe approach without preprocessed yoga images, 

achieved accuracy, sensitivity, and specificity are 89.50%, 

87.67%, and 88.10%, respectively. We used preprocessed 

yoga images using MoveNet with Non-MediaPipe, we got 

accuracy, sensitivity, and specificity are 92.34%, 89.67%, and 

87.20%, respectively. Whereas, we obtained highest 

performance parameters using preprocessed images with 

MoveNet and MediaPipe approach, we achieved accuracy, 

sensitivity, and specificity are 99.50%, 97.67%, and 96.10%, 

respectively. We observed that the MediaPipe approach with 

preprocessed images can enhances the performance of the 

proposed framework. 

The performance accuracy of the proposed method has been 

compared with the existing methods for yoga pose detection. 

The comparison with the existing method is shown in Table 4. 

The obtained accuracy of 87.27% using Deep CNN, Shah et 

al. [13] reported accuracy of 94% using PoseNet, and Gupta 

and Jangid [11] achieve 97.4% of accuracy using computer 

vision technique with traditional machine leaning algorithms. 

Whereas we achieved far better accuracy of 99.50% using with 

MoveNet and MediaPipe approach. We choose four different 

models to test the robustness of the proposed method. The 

obtained results show that the proposed method using with 

MoveNet and MediaPipe approach outperformed to existing 

methods for yoga pose detection. 

5. CONCLUSION

In this paper, we present a new automated method for yoga 

poses detection using MediaPipe and a MoveNet-based deep 

learning model. The performance of the proposed model 

involves employing the MediaPipe approach for key point-

based skeletonization. Within the suggested framework, 

individuals' key points and skeletons are derived from the 

MediaPipe technique when processing input yoga images. 

Subsequently, the normalized and skeletonized images are 

supplied to the MoveNet model, enabling accurate detection 

of proper yoga poses. The LDY yoga dataset has been used to 

evaluate the performance of the proposed model. We achieved 

an accuracy of 99.50% using MoveNet's deep learning 

architecture. We chose four different models to test the 

robustness of the proposed method. The obtained results show 

that the proposed method using MoveNet and MediaPipe 

outperformed existing methods for yoga pose detection. In 

addition, we compared the results with the existing methods in 

terms of accuracy, and after comparison, we found that the 

proposed method outperformed for yoga pose detection. Yoga 

pose detection holds practical implications for personalized 

virtual yoga instruction, real-time pose correction, and 

progress tracking, fostering improved alignment and 

engagement in yoga practice. 
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