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Telkom University, in its routine admission process, generates a rich dataset consisting of 

various attributes of prospective students. These attributes extend beyond academic 

parameters like the grade point average (GPA) from the final high school year, 

encompassing non-academic data such as parental occupation, income, student's gender, 

origin province, high school major, and school category. Previous research has 

predominantly focused on academic and sociodemographic data, such as GPA and family 

income, respectively, for predicting study performance. However, factors like school major, 

study program, and school category have often been overlooked. In this study, the objective 

is to utilize the comprehensive Student Selection Data (SMB) to devise a model for 

predicting the performance of students in their first semester at Telkom University. The aim 

is to address the issue of a low rate of on-time graduation by leveraging the untapped 

potential of SMB data. An Iterative Dichotomiser 3 (ID3) decision tree algorithm forms the 

backbone of the proposed model, enabling the classification of student performance based 

on a range of diverse attributes. Information gain-based feature selection revealed the five 

attributes with the greatest influence on student performance in the first semester: gender, 

grade point average from the final year of high school, study program, high school major, 

and school category. These findings underscore the potential of a more inclusive approach 

to student data analysis in predicting academic success in higher education. 
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1. INTRODUCTION

Telkom University, recognized as one of Indonesia's 

premier private institutions, places significant emphasis on 

student adaptation, successful graduation, and effective 

learning. The selection of new students (SMB) stands as a 

cornerstone in the university's mission to enroll promising 

candidates. In this endeavor, the utility of data mining and 

machine learning algorithms becomes evident, facilitating 

informed decision-making based on SMB activities and first-

semester academic data. Furthermore, patterns discerned 

through data mining or machine learning can provide 

valuable insights into a student's potential performance 

during the first year. 

The prediction of student performance has emerged as a 

central objective within higher education institutions and 

constitutes a significant area of research. Anticipating student 

achievement allows faculty to intervene proactively, offering 

support to students at risk of underperforming or 

withdrawing before examinations, thereby enhancing the 

institution's reputation [1, 2]. Despite the potential of SMB 

data in tracing student performance trends, its utilization 

within study programs at Telkom University has been 

limited. This underutilization correlates with a persisting 

concern—the low rate of on-time student graduation. 

Previous studies have deployed student data to predict 

timely graduation, focusing primarily on academic attributes 

such as the grade point average from the final year of high 

school and the academic average or GPA, in addition to 

sociodemographic aspects like family income and gender [3-

22]. However, factors like high school majors, study 

programs, and school categories have often been overlooked 

in the prediction of study performance [23]. Machine 

learning algorithms such as Decision Trees and Naïve Bayes, 

applied to university data, have shown potential in predicting 

student success, thereby bolstering academic and non-

academic outcomes. A co-occurrence map using Vos Viewer, 

based on keywords and terms extracted from titles and 

abstracts obtained via Publish or Perish (PoP), reveals the 

prevailing focus of scientific publications, as depicted in 

Figure 1. 

In the ongoing quest to enhance student achievement and 

retention rates, the current research aims to develop a 

decision tree model to predict student performance at Telkom 

University. Identifying the salient factors impacting 

academic performance in the first semester allows for 

targeted interventions to support struggling students and to 

improve overall success rates. The primary research question 

driving this study is: What are the key factors influencing 

student success at Telkom University, and how can a decision 

tree model be leveraged to predict student performance? 

The overarching goal of this research is to devise a 

decision tree algorithm capable of predicting academic 

achievement based on diverse input data. The proposed 

decision tree analysis is intended to isolate the most critical 

determinants of student success. A comprehensive 

understanding of these factors will enable the institution to 

tailor its programs and processes more effectively to meet 

specific needs. 
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Figure 1. Co-occurrence maps base on vos viewer 

 

 
 

Figure 2. KDD process preparation steps 

 

The remainder of this research is structured as follows: 

The 'Literature Review' section provides a concise overview 

of pertinent works, focusing on student performance 

prediction models based on machine learning algorithms. 

Subsequently, the 'Methodology' section elucidates the 

algorithm underpinning this research. The subsequent 

sections present the research outcomes, discussion, and 

contributions. The study concludes with a contemplation of 

research limitations and potential avenues for future 

exploration. 

 

 

2. LITERATURE REVIEW 

 

The pertinent literature within the scope of this research 

encompasses four principal areas—data mining, data 

analytics, decision tree algorithms, and student performance 

prediction using machine learning. 

 

2.1 Data mining 

 

Data mining is characterized by the application of rules, 

processes, and algorithms aimed at deriving actionable 

insights, identifying patterns, and unveiling relationships 

within voluminous data sets [24]. Often referred to as the 

Knowledge Discovery in Database (KDD) process, data 

mining is tasked with the analysis of extensive information 

repositories to uncover potentially valuable implicit 

knowledge [25]. Furthermore, the aggregation of substantial 

data allows data mining to discern patterns and trends, and 

reveal concealed relationships [26]. The functions of data 

mining, based on their utility, can be categorized into four 

groups: association, classification, clustering, and regression 

[27-29]. 

Data mining analysis typically employs three 

methodologies-classical statistics, artificial intelligence, and 

machine learning [30]. The comprehensive procedures for 

establishing the KDD process, as delineated by Plotnikova et 

al. [31], are depicted in Figure 2. 

In the study "Predicting Student Success at Telkom 

University Using Decision Tree Algorithm," data mining is 

exploited for the analysis of a considerable dataset 

encompassing student information. Integral data concerning 

students' academic performance and sociodemographic 
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characteristics are collected. Post the data cleaning and 

preparation stage, a decision tree algorithm is deployed to 

predict student performance predicated on these parameters. 

The objective is to pinpoint primary determinants of student 

success and render insights instrumental in enhancing the 

student support at Telkom University. 

 

2.2 Data analytic 

 

Data analytics, a multidisciplinary field, involves both 

quantitative and qualitative data analysis to derive inferences, 

uncover novel information, or collect and validate data for 

decision-making and action [32]. As propounded by Breiman 

[33], the aim of data analytics is to forecast future responses 

to input variables and to discern the inherent relationships 

between response variables and input variables. 

Data analytics is transitioning from small, simple data with 

hypothesis testing to large, complex data analysis intended 

for hypothesis-free knowledge and insight discovery. This 

shift marks a transition from the explicit era to the implicit 

age. The importance and complexity of data analytics have 

surged in several fields, including computer science, biology, 

medicine, finance, and homeland security. This paradigm 

shifts from explicit to implicit is crucial in the categorization 

of analytical data, particularly descriptive analytics, 

predictive analytics, and prescriptive analytics [32], as 

delineated in Table 1. 

 

Table 1. Data analytic category 

 
Category  Description 

Descriptive 

Analytics 

Describes a type of data analysis that 

typically employs statistics to transform 

raw data into usable information [32]. 

Predictive 

Analytics 

A data-driven, model-driven strategy for 

producing what-if scenarios [34]. 

Prescriptive 

Analytics  

Needs predictive analytics using 

deterministic and stochastic optimization 

techniques like the decision tree and Monte 

Carlo methods [34]. 

 

The process of decision-making within a business context 

can be facilitated by a diverse array of tools and strategies, 

each displaying varying degrees of sophistication and 

requisite expertise (Figure 3) [35]. 

 

 
 

Figure 3. Identifying business analytics along the value 

proposition and computational sophistication dimensions 

[36] 

The process of data analytics contributes to the 

identification of salient factors that influence student success 

at Telkom University. By comprehending these key 

predictors, the university is in a position to devise targeted 

interventions and support systems to augment student 

outcomes. Moreover, data analytics enables the researchers 

to address gaps in the extant literature by supplying tailored 

insights specific to the student population at Telkom 

University. 

 

2.3 Decision tree algorithm 

 

Within the realm of machine learning, decision trees are 

classified under supervised machine learning. The frequent 

employment of decision trees is attributed to their simplicity 

in implementation, analysis, and application to qualitative, 

quantitative, continuous, and discrete variables, in addition 

to their propensity to deliver accurate results [37]. The 

structure of the decision tree is depicted in Figure 4. 

 

 
 

Figure 4. Decision tree structure [38] 

 

The C4.5 algorithm, introduced by Singh, is among the 

decision-making algorithms [39] and constitutes an advanced 

version of Quinlan's ID3 algorithm. Furthermore, the J48 

Algorithm is extensively utilized in data mining for decision 

tree classification. The C4.5 decision tree is also referred to 

as the J48 classifier. This algorithm organizes data following 

a top-down distribution. The final decision tree is constructed 

by dividing the data based on the attribute that offers the 

maximum information gain [40]. The ID3 algorithm is 

considered a rudimentary decision tree algorithm [41]. The 

growth of the ID3 algorithm ceases when all instances pertain 

to a single value of a target feature or when the optimal 

information gain does not exceed zero using information gain 

as a splitting condition. The ID3 algorithm does not 

incorporate a pruning mechanism and does not manage 

numeric attributes or missing data. The fundamental 

advantage of the ID3 algorithm lies in its simplicity, hence 

its prevalent usage in education [42]. 

 

2.4 Student performance prediction using machine 

learning 

 

As described in Table 2, Recent literature has facilitated 

the consolidation of variables into fewer factors, including 
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previous academic performance (grade point average from 

the final year of high school, academic average or GPA) [16-

18, 43, 44], sociodemographic characteristics (gender, family 

income, occupation) [19-22, 43, 44], and academic 

environment (type of program, faculty) [43]. 

 

Table 2. Students performance variables 

 
Factor Variable Paper Method 

Academic 

grade point 

average from the 

last year of high 

school, GPA 

[16] 

[17] 

[18] 

[43] 

[44] 

SVM, KNN, DT 

RF, NB, DT, 

SVM 

DT 

DT, ANN 

KNN, NB 

Socio 

demographic  

gender, family 

income, 

occupation 

[19] 

[20] 

[21] 

[22] 

[43] 

[44] 

ANN, NB SVM, 

DT 

DT, NN, SVM 

SVM, ANN 

ANN, LR, KNN 

DT, ANN 

KNN, NB 

 

Academic 

environment 

type of program, 

faculty 
[43] DT, ANN 

 

The focal research question of this study is: What are the 

pivotal factors influencing student success at Telkom 

University, and how can a decision tree model be harnessed 

for the prediction of student performance? Several domains, 

such as major in high school, study program, and high school 

category, are either unexplored or have received minimal 

attention in the evaluation of variables employed in prior 

research. 

The variables "majors in high school," "study program," 

and "high school category" have not been exhaustively 

investigated in the existing literature. The research 

surrounding how these specific criteria impact student 

performance at Telkom University remains limited. These 

criteria can elucidate the effects of students' educational 

backgrounds and study interests on their performance and 

success in higher education. Comprehending how high 

school majors, university programs, and high school 

categorization influence student success can aid in designing 

educational interventions and support systems for different 

student cohorts. 

To address this research gap, our study will probe into 

these factors that have been relatively under-studied and 

deploy the decision tree algorithm to ascertain their 

significance in predicting student success. By incorporating 

these variables into the analysis, it is anticipated that a 

broader understanding of the myriad factors affecting 

academic performance at Telkom University will be attained 

and more effective strategies to bolster student success in 

university, and their retention, will be devised. 

 

 

3. RESEARCH METHODOLOGY 

 

The research method is based on the Cross-Industry 

Standard Process for Data Mining (CRISP-DM) [45-47]. The 

Cross-Industry Standard Process for Data Mining (CRISP-

DM) is a popular and exhaustive framework for directing 

data mining operations. It gives an organized method to data 

mining jobs, from analyzing the problem to deploying the 

solution. CRISP-DM is indispensable in the field of data 

mining because it enables data scientists and analysts to 

prepare and execute projects effectively, hence preventing 

the omission of crucial steps. This research method consists 

of 4 stages: business understanding, data understanding, data 

preparation, and modeling. Figure 5 presents the sequence of 

steps that must be followed in implementing CRISP-DM. 

 

 
 

Figure 5. Research stages 

 

3.1 Business understanding phase 

 

This work employs a decision tree technique to build a 

decision tree model from SMB data. This approach is used to 

problems and data with various qualities to find the factors 

that influence the first-semester student success rate. From a 

commercial perspective, the admissions directorate can 

employ attribute identification as a factor in the marketing 

process for prospective new students by focusing on the 

characteristics that have the greatest impact on first-year 

academic achievement. In addition, for study programs, this 

decision tree model can predict the likelihood of failure for 

first-year students, thereby minimizing the number of 

withdrawals that can degrade the quality of study programs 

according to accreditation criteria. 

 

3.2 Data understanding phase 

 

In this phase, several activities are carried out, including 

initial data collection, description, exploration, and quality 

assurance. The objective of the data gathering procedure is to 

examine the structure of the data handled by the admissions 

unit and combine it with student academic data collected 

from the information system management unit and the study 

program. This data collection attempts to gain an initial 

understanding of the factors that determine the academic 

success of first-year students. The defined attributes 

(included in Table 3) will subsequently be utilized in the data 

mining procedure. 

During this phase, data verification is performed to verify 

the data mining process is error-free. 

(1) Ensure data sources include right values and no data 

anomalies. 

(2) Verify that there are no missing data or values. If the 

record contains no entries, it will be removed. 

(3) Ensure there is no duplication of data; if there is 

duplication, one of the duplicated data will be erased. 
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Table 3. SMB data attributes 

 
Attribute Information Data Type 

Father’s Occupation 
Type of father’s 

occupation 
Category  

Mother’s 

Occupation 

Type of mother’s 

occupation 
Category 

Gender Student Gender (M/F) Category  

Province of Origin 
Student’s province of 

origin 
Category 

Highschool Major 
Student’s major at high 

school 
Category 

Study Program 
Category of student 

study program 
Category 

School Category Highschool Category Category 

Average Score 
Score when registered 

as a student 
Numerical 

GPA of First 

Semester 

GPA achievement index 

of 1st Semester 
Category 

 

3.3 Data preparation phase 

 

In this phase, data processing is carried out as many as 

16,776 records obtained from the 2018-2021 batch student 

data with 9 attributes. At this stage the process includes data 

selection, data cleaning and data transformation. The data 

selection stage aims to select the attributes that will be used 

in the formation of the decision tree model. At this stage there 

are two attributes that are not included in data processing, 

namely the salary attribute and the year of study attribute. 

The salary attribute is not used because the input data needs 

to be consistent, and much data must be included. The year 

of study attribute is only used as a marker because it only 

contains incoming batches of students. There are several 

simplified attributes in the data transformation process so that 

there are not too many types of filling in the attributes, such 

as the father/mother's occupation being grouped into 

working/not working and student study programs being 

grouped into social and engineering school, which initially 

quite a lot match the study programs the students come from. 

At this stage, numerical GPA data from the first semester 

were converted into categorical data because a decision 

model would be created based on SMB datas and academic 

data from the first semester using the following rules. 

IF(GPA=4; "Excellent"; IF(GPA) >3,5; "Very Good"; 

IF(GPA>3; "Good"; IF(GPA>2,5; "Fair"; IF(GPA>2; 

"Satisfactory"; "Passing")))). This regulation is based on the 

academic norms of Telkom University for referencing 

student accomplishment indices. 

An outlier is a data point that deviates significantly from 

most other data points in a dataset. Unlike global outlier 

identification approaches that consider the entire dataset, 

LOF evaluates the degree of abnormality of each data point 

based on its immediate neighborhood. This makes LOF very 

useful for spotting outliers in datasets with variable densities 

and clusters. To obtain the final data, which will be processed 

in the subsequent stage as many as 13,581 records, outlier 

detection is also carried out at this stage using the Local 

Outlier Factor approach. This step is where the final data is 

obtained. The data distribution from each attribute mapped to 

the target class is categorized graphically in Figure 6. 

 

 
 

Figure 6. Data distribution for each attribute 

 

3.4 Data modeling phase 

 

 
 

Figure 7. Feature processing and modeling using orange 
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During this phase, preprocessed data will be represented 

using a decision tree method. Nevertheless, a feature 

selection procedure will be conducted depending on the 

Information Gain earlier. This data modeling will make use 

of orange, a frequently utilized data mining tool in 

comparable investigations. Figure 7 depicts the outcomes of 

choosing features using orange. 

The decision tree method was used for this study to predict 

student performance at Telkom University because to its 

numerous advantages that align with the aims of the research 

topic: (i) Interpretability: Decision trees provide a model that 

is highly interpretable. The resulting tree-like structure is 

simple to comprehend and interpret, making it ideal for 

finding the most influential indicators of student performance. 

(ii) Feature Importance: Decision trees provide a rating of 

feature importance that indicates which variables have the 

most influence on the target variable. 
 

 

4. RESULT AND DISCUSSION 

 

Based on the results of feature ranking using Information 

Gain (IG), the sequence of features that influence the 

modeling process is obtained, as shown in Table 4. 

Based on this ranking, the five attributes with the highest 

IG scores were chosen: gender, average score, study program, 

high school major, and school category. The generated tree 

is displayed using the orange module's tree viewer. Because 

the resultant tree is highly detailed, we restrict the depth to 

four to make the tree model easy to read. Figure 8 depicts the 

outcomes of the tree model produced using the SMB dataset. 

Gender influences academic performance in the first 

semester, according to the decision tree model. The Average 

Score is the second crucial feature for the male gender. 

Nonetheless, the decision tree shows that the expected value 

is still less than 50%. The female gender's success in the first 

semester is determined by the study program chosen. 

Whereas the figure for Bachelor of Social School is high at 

71.3%, most female students receive the designation "Very 

Good". 
 

Table 4. Feature rank 
 

Feature # Info. Gain 

Gender 2.0 0.51010096902557315 

Average Score  0.04570195758572626 

Study Program 2.0 0.045433258551514757 

Highschool Major 7.0 0.011772790944482248 

School Category 2.0 0.04448586323420045 

Province of Origin 7.0 0.003314559738137657 

Mother’s Occupation 2.0 0.0010999044703932093 

Father’s Occupation 2.0 0.00048614224009058127 

 

 

 
 

Figure 8. Telkom university SMB data decision tree model 

 

 

5. CONCLUSIONS 

 

Data mining has been widely employed in past study in the 

field of education to identify hidden knowledge and patterns 

about student academic performance, which can be seen from 

many factors such as father’s/mother’s occupation, gender, 

province of origin, high school major, study program, school 

category, average score and GPA of first semester. Student 

academic performance information can be used to forecast 

graduation rates or to measure the success rate of student 

adaptation to a higher education environment. The success rate 

of student studies in the first year, as expressed by grade point 

average scores in the first semester, was predicted in this study.  

Experiments based on data from the Telkom University 

SMB unit generated these results. In addition, the five 

attributes that had the greatest impact on the student 

accomplishment index at the beginning of the academic year 

were identified: gender, average score, study program, high 

school majors, and school category. In addition, using the 

Decision Tree Algorithm, a model was created to determine 

how gender, average score, study program, high school major, 

and school category influenced the first semester success of 

the study.  

As a result, the predictive model that is produced can 

determine student performance based on the dataset. The 

advantage is that the Telkom University SMB unit can use the 

prediction pattern as part of a marketing strategy to draw 

students with a propensity for student performance levels 

either in the first semester or in the first year of university. In 

addition, for future work, further exploration and 
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implementation of this technique are likely to yield significant 

improvements in the overall performance of the institution, 

with a particular focus on enhancing study programs to ensure 

higher rates of timely graduation for students and a reduction 

in student drop-out rates, addressing challenges often 

attributed to first-year failures. 
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