A New Deep Learning-Based Restoration Method for Colour Images
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ABSTRACT

As colour images have been widely used in many fields, their restoration problem has received wide attention from researchers. This study proposed two solutions for denoising and low illumination enhancement problems of existing color image restoration methods. At first, this paper built a colour image denoising model of weighted Schatten-p norm based on deep learning, which fully considers differences in the noise level of each channel of colour images, and could give a better denoising effect. Then, this study proposed a low illumination color image enhancement algorithm that combines Gamma transform and Contrast Limited Adaptive Histogram Equalization (CLAHE), which could better balance image contrast enhancement and noise suppression. Studies of these two parts have both gained good results in terms of theory and experiment, and they could push the progress of colour image restoration technology and provide valuable references for related fields.

1. INTRODUCTION

Images could be found in every corner of people's lives as they are an important carrier in this modern digital world. Especially the color images have been widely used in various fields including social media, medical diagnosis, distance education, commercial advertisement, and security monitoring due to their rich color information and excellent visual performance [1-4]. However, affected by factors such as camera equipment, transmission process and storage devices, colour images are often subject to noise pollution during acquisition, transmission and processing, which can adversely affect their visual quality and value in practical applications [5, 6]. Besides, in low illumination environments, the clarity and contrast of color images would decline dramatically due to insufficient light, which can hurt their visibility and practicality. Therefore, colour image restoration, especially denoising and low illumination enhancement, are important topics in the research field of image processing [7-9].

Research on colour image restoration is not only of great value for enhancing visual effect and quality of images, but also important for many practical application scenarios, for instance, in remote sensing imaging, image quality can directly affect the recognition and classification of surface features [10-12]; in medical imaging, image quality is closely related to the accurate diagnosis of diseases [13-15]; in security monitoring and automatic driving, image quality determines the accuracy of target detection and tracking [16-19]. Therefore, the research on colour image restoration is of utterly importance for the application of images in various fields.

Now the study of modern art design is not only limited to painting and design skills in the traditional way, with the advancement of science and technology, computer graphics, image processing, and other computer-aided design techniques have been extensively used in modern art design [20, 21]. In this context, the research on colour image restoration methods is particularly important for the study of art design, as designers often need to complete their design works by using or modifying high-quality images. If the original images contain noises or blurs, the image restoration methods can be adopted to improve the quality of these images [22-25]. Besides, the research on colour image restoration methods can help students deepen their understandings about the use of colors, and get a more accurate mastery of grey scale, contrast, color balance and other aspects of images, and these can inspire students to generate more creative ideas, and provide them with more skills and tools when designing their works.

However, despite the fact that many researchers have conducted in-depth studies on colour image restoration methods, there are shortcomings with existing methods and challenges pending for solution. For one thing, the difference in noise levels of each channel of color images hasn’t been fully considered in currently available denoising models, which often results in unbalanced denoising effect of each channel during practical operations, thereby adversely affecting visual effect and information extraction. For another thing, for low illumination colour images, the existing enhancement methods can hardly find a good balance between image contrast enhancement and noise suppression, so the enhancement effect of these methods often fails to meet actual needs.

In view of these matters, in this work, a colour image denoising model of weighted Schatten-p norm was constructed based on deep learning, the model fully considers the difference in noise levels of each channel of colour images, and could give a better denoising effect. Then, a low illumination color image enhancement algorithm that combines Gamma transform and CLAHE algorithm was proposed, aiming at finding a good balance between image contrast enhancement and noise suppression. Through these
works, we hope to further advance the development of colour image restoration techniques and provide useful evidences for research and applications in related fields.

2. THE IMPROVED COLOUR IMAGE DENOISING MODEL

Colour image restoration is an important topic in image processing, and its goal is to restore the damaged color images and generate clearer images. During the restoration process of color images, denoising and enhancement are two key links.

Denoising is the first and most critical step in color image restoration. During the actual image acquisition, transmission and storage processes, due to the influence of various factors, such as equipment noise, communication noise, and compression distortion, images are often subject to noise pollution, and these noises can hurt image quality, reduce visual effect, even cause information loss. Therefore, denoising is an essential step in the restoration process, and its goal is to remove noise from images while retaining image details and edge information as much as possible, thereby generating clear, noise-free images.

Colour image enhancement is another important step in color image restoration, and its goal is to enhance the visual effect of images, making them more suitable for subsequent analysis and processing. Especially for color images captured under low illumination or poor lighting conditions, due to insufficient ambient light, the contrast and brightness of images will be both reduced, resulting in low image clarity and visibility. Through image enhancement, the brightness and contrast of these images can be improved, image details and features can be highlighted, which is conductive to subsequent image analysis and processing.

A colour image is a three-dimensional data structure, unlike the two-dimensional matrix of grey-scale image, if we simply slice a high-dimensional colour image, reduce it to a number of two-dimensional matrices and process it using two-dimensional denoising algorithms (such as the WSNM), then the internal structure of the image might be damaged, and the self-similarity of the image in the third dimension (such as colour channels) might be ignored. Moreover, in colour images, different colour channels may contain noises of different levels. If we deal with the noises of each channel separately without considering the difference between them, then artefact might be generated in the denoised images. In view of these problems, this paper proposed a deep learning model based on weighted Schatten-p norm, which fully considers the difference in the noise level of each channel of color images, learns and utilizes the complex features and patterns of image data, thereby effectively removing the noise.

For a given noise-containing color image, a local block size of 3x3 was taken from each channel, and each local block was stretched to generate a tile vector $t = [t_{1,1}, t_{1,2}, t_{1,3}] \in \mathbb{R}^{3}$, wherein $t_{i,j}, k \in \mathbb{E}$ respectively correspond to three channels $R,G,B$; for each $t$, a search box was set, within each box, $L$ similar blocks were found for each channel, and all blocks were stacked. Assuming: $Z$ and $B$ represent denoised matrix and noise matrix, then through above steps, a noise-containing block matrix was generated and represented by $T = Z + B \in \mathbb{E}^{3 \times 3}$.

In the standard $R,G,B$ space, the noise can be approximated simulated as additive Gaussian white noise, but the noise variance of different channels may differ as well. If this difference is ignored and a uniform denoising method is directly used, then it may not be able to achieve the best denoising effect. To solve the different noise intensities existing in different channels of colour image, this paper introduced a weighting matrix, which assigns a weight to each channel to realize flexible processing based on the noise intensity of each channel, thereby making the denoising process be more in line with the actual situation. Figure 1 shows the principle of the constructed denoising model.

On this basis, a multichannel double-weighted Schatten-p norm minimization denoising model was proposed. Assuming: $\gamma > 0$ is a very small value; $\delta_u(Z_i)$ represents the $u$-th singular value of matrix $Z$ after the $j$-th iteration; $\Psi_u(Z_i) = \sqrt{(\delta^1(Z_i) + \gamma)}$ represents the weight vector $\Psi_u$ under Schatten-p norm.

$$
\min_{Z} \| \Psi(T - Z) \|_D^2 + \| Z \|_{\gamma,\Lambda}^w
$$

Defining: $T = [T_1, T_2, T_3]$ represents the noise block matrix; $T_1, T_2, T_3$ represent similar block matrices within the three channels; $Z = [Z_1, Z_2, Z_3]$ represents the denoised matrix; $Z_1, Z_2, Z_3$ and $Z_1$, $Z_2$, $Z_3$ are self-similar, then in the framework of maximum a posteriori estimation, $\Psi$ can be estimated as:

$$
\hat{Z} = \Gamma \ln \mathcal{O}(Z | T, \Psi) = \Gamma \{ \ln \mathcal{O}(T | Z) + \ln \mathcal{O}(T | Z) \}
$$

Features of the noise statistic can be represented by the log-likelihood term $\ln \mathcal{O}(T | Z)$. Assuming: noises in the three channels of $R,G,B$ are independent, identically distributed, and conform to the Gaussian distribution and standard deviation $\{\delta_1, \delta_2, \delta_3\}$, so there is:

$$
\mathcal{O}(Z | \Psi) \propto \exp \left( -\frac{1}{2} \| Z \|_{\gamma,\Lambda}^w \right)
$$

Combining above three formulas, we have:

$$
\hat{Z} = \Gamma \sum_{i=1}^{3} \frac{1}{\delta_i} \left\| T_i - Z_i \right\|_D^2 + \| Z \|_{\gamma,\Lambda}^w
$$

$$
\hat{Z} = \Gamma \left\| \Psi(T - Z) \right\|_D^2 + \| Z \|_{\gamma,\Lambda}^w
$$

Figure 1. Principle of the constructed denoising model
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Assuming: \( U \) represents the unit matrix, then there is:

\[
\Psi = \begin{bmatrix}
\delta^{-1}U & 0 & 0 \\
0 & \delta^{-1}U & 0 \\
0 & 0 & \delta^{-1}U
\end{bmatrix}
\]  \( (5) \)

According to above inference, it is known that the weight matrix is a diagonal matrix that can be defined by the standard deviation of noise within each channel, and this means that channels with higher noise intensity will be assigned with larger weights when estimating the denoised matrix \( Z \); on the contrary, channels with lower noise intensity will be assigned with smaller weights. This adaptive weight assignment strategy can more accurately reflect the difference in noise intensity of each channel, thereby improving the denoising effect. The recovery of low-rank structure is an important link in colour image denoising. The proposed model takes the Schatten-\( p \) norm as the low-rank penalty term, which is more flexible than nuclear norm in solving low-rank problems. When \( p=1 \), the Schatten-\( p \) norm degenerates to the nuclear norm, indicating that the proposed model can make use of the advantages of nuclear norm under certain conditions, so the proposed model considers the noise intensity of different channels and uses a flexible low-rank processing method to process multiple channels, thereby achieving good denoising effect with high efficiency.

3. AN IMPROVED LOW ILLUMINANCE COLOUR IMAGE ENHANCEMENT ALGORITHM

Although the conventional Histogram Equalization (HE) algorithm is simple and effective, it ignores local features of images when enhancing low illuminance color images, which may lead to over-enhancement or over-suppression of some image regions, and thus affecting the overall visual effect of the image. Besides, for some color images with complex changes in illuminance, the HE algorithm may not be able to get the desired enhancement effect. So this study combined the Gamma transform with CLAHE (Contrast Limited Adaptive Histogram Equalization) algorithm, the combined method uses Gamma transform to change the overall brightness of the image and uses CLAHE algorithm to improve local contrast. Figure 2 gives a diagram showing the flow of the proposed enhancement algorithm.

Gamma transform is a non-linear grey scale transformation method. Assuming: \( \gamma \) represents constant, \( \varepsilon \) represents correction parameter, then the formula of Gamma transform is:

\[
a = XH \cdot \varepsilon \in \{0,1\}
\]  \( (6) \)

In all cases, \( \gamma \) satisfies \( \gamma = 1 \) and the input and output grey levels are represented by \( \varepsilon \) and \( a \):

\[
a = \gamma (\varepsilon + \gamma)^\varepsilon
\]  \( (7) \)

Enhancement of image regions with different grey levels can be achieved by adjusting the value of correction parameter \( \varepsilon \). When \( \varepsilon = 1 \), the transformation is linear, namely there is a proportional relationship between the input grey value and the output grey value, and the overall brightness of the image won’t change. When \( \varepsilon < 1 \), the corresponding curve will expand in low grey level regions, which means that the change of low grey value is greater than the change of high grey value, and this will lead to an enhancement of image details in dark regions. In other words, a value of \( \varepsilon \) less than 1 will lead to brightness enhancement in dark regions, so details in these regions will be easier to see. When \( \varepsilon > 1 \), the curve will expand in high grey level regions, which means that the change of high grey value is greater than the change of low grey value, and this will lead to an enhancement of image details in bright regions. A value of \( \varepsilon \) greater than 1 will lead to brightness enhancement in bright regions, so details in these regions will be easier to see.

![Figure 2. Flow of the enhancement algorithm](image)

The conventional HE algorithm stretches the histogram of image, which can improve the contrast of image on the whole, but its enhancement effect in local regions is limited, especially in case of uniformly distributed pixel values. The Adaptive Histogram Equalization (AHE) algorithm calculates each local region separately and applies histogram equalization, but it may over-enhance the noise, resulting in image quality decline. To solve this problem, this paper introduced the CLAHE algorithm to perform histogram equalization to better enhance the local contrast and brightness of image, and improve its visual effect. Besides, a contrast limit was introduced at the same time to effectively suppress the over-amplification of noise and improve the overall quality of the image.

Steps of algorithm implementation are:

Step 1: Segment image sub-blocks. The image is segmented into smaller sub-blocks to better process local features; this is because in a large image, the brightness and contrast of local regions may be different from the global image, so if the entire image is subjected to histogram equalization, these local changes might be overlooked, resulting in poor processing effect.

Step 2: Count the grey level histogram. The grey level histogram counts the pixel numbers of each grey level in the image, and it provides the base data for subsequent equalization operations.
Step 3: Make the grey levels in image sub-blocks have equal number of pixels: this is the core step of histogram equalization, its aim is to turn grey value distribution into a uniform distribution, thereby enhancing the contrast of the image. Assuming: $l_i$ represents the pixel number of sub-blocks in the horizontal direction; $i_l$ represents the pixel number in the vertical direction; $M_{GR}$ represents the number of grey levels in the sub-block; then the average number of pixels $B_{AV}$ can be calculated by the following formula:

$$B_{AV} = \frac{(l_i \times l_l)}{M_{GR}} \quad (8)$$

Step 4: Introduce clipping limit coefficient. This coefficient is used to control the intensity of equalization. If no limit is applied, histogram equalization may result in too-high contrast of some regions, thereby causing image distortion. By setting a clipping limit, the natural feeling of the image can be kept while avoiding the problem of over-enhancement. Assuming: $\alpha$ represents the clipping limit coefficient and its range is [0, 1], then the actual clipping limit value $B_{CL}$ can be calculated by the following formula:

$$B_{CL}B_{AV} + \left[ \alpha \times (l_i \times l_l - B_{AV}) \right] \quad (9)$$

Step 5: Solve the number of pixels assigned to each grey level. Purpose of this step is to achieve uniform distribution as much as possible under the constraint of clipping limit. This clipping limit ensures that the number of pixels of each grey level won’t be too much, and the pixels exceeding the limit will be assigned to other grey levels to achieve the effect of equalization. Assuming: $B_{CL}$ represents the total number of clipped pixels, then the number of pixels assigned to each grey level $B_{AC}$ can be solved by the following formula:

$$B_{AC} = \frac{B_{CL}}{M_{GR}} \quad (10)$$

where,

$$B_{CL} = \sum \left[ \text{MAX}\left[ G(u) - B_{SJ}, 0 \right] \right] \quad (11)$$

Assuming: $G(u)$ represents the newly attained local histogram after pixel assignment, then its expression is:

$$G'(u) = \begin{cases} B_{SL}, & G(u) > B_{SJ} \\ B_{SL}, & G(u) + B_{AC} \geq B_{SJ} \\ G(u), & \text{others} \end{cases} \quad (12)$$

The expression of $B_{CL}$ after clipping is:

$$B_{CL} = \begin{cases} B_{CL}, & G(u) > B_{SJ} \\ B_{CL} - (B_{SL} - G(u)) + B_{AC} \geq B_{SJ} \\ B_{CL} - B_{AC}, & \text{others} \end{cases} \quad (13)$$

If there are remaining pixels that have not been assigned, then cyclic assignment needs to be carried out, during which these remaining pixels need to be uniformly assigned to grey levels smaller than clipping limit $N_{CL}B_{SJ}$ until all of them have been assigned.

Step 6: Equalization processing. Based on previous processing results, this step adjusts the grey value of each pixel to achieve the effect of contrast enhancement.

Step 7: Use the bi-linear interpolation method to solve new grey values. Since the image has been segmented into multiple sub-blocks, the processing of each sub-block can result in discontinuities in the boundaries between sub-blocks, thereby generating an obvious block effect. Through bi-linear interpolation, the value of intermediate pixels can be estimated based on the values of four neighbour pixels, thereby realizing smooth transition and mitigating or eliminating the block effect. Figure 3 shows the principle of bi-linear interpolation.

**Figure 3. Principle of bi-linear interpolation**

![Figure 3. Principle of bi-linear interpolation](image)

**Figure 4. Image segmentation**

Figure 4 gives a diagram showing the principle of image segmentation. In the bi-linear interpolation method, set a function $d$, to calculate its value at point $O(z,t)$ based on the given values of $d$ at four points $W_{12(z_1,t_1)}$, $W_{12(z_2,t_2)}$, $W_{22(z_2,t_1)}$, and $W_{22(z_2,t_2)}$, the linear interpolation was performed once in direction $z$, then there are:

$$d(E_1) \approx \frac{z_2 - z}{z_2 - z_1}d(W_{11}) + \frac{z - z_1}{z_2 - z_1}d(W_{12}) \quad (14)$$

$$d(E_2) \approx \frac{z_2 - z}{z_2 - z_1}d(W_{12}) + \frac{z - z_1}{z_2 - z_1}d(W_{22}) \quad (15)$$

Similarly, linear interpolation was performed once in direction $t$, then there is:
Through above steps, \( d(z,t) \) was solved:

\[
d(z,t) = \frac{d(W_{11})}{(z - z_1)(t - t_1)}(z - z)(t - t) + \frac{d(W_{21})}{(z - z_1)(t - t_1)}(z - z_1)(t - t_1) + \frac{d(W_{32})}{(z - z_1)(t - t_1)}(z - z)(t - t_1) + \frac{d(W_{22})}{(z - z_1)(t - t_1)}(z - z_1)(t - t_1)\]

4. EXPERIMENTAL RESULTS AND ANALYSIS

According to Tables 1, 2 and 3, in cases of sparse noise of different levels, the proposed denoising model can accurately restore the rank of images, exhibiting its ability to accurately control the rank. For low-level sparse noise, the model performed excellently, the relative error was extremely low, and the peak signal-to-noise ratio was close to 1, indicating that the restored image was highly similar to the original image and they were almost indistinguishable. For medium-level sparse noise, the model was still able to restore the rank accurately, the relative error increased, and the peak signal-to-noise ratio and the structural similarity both decreased, indicating that there were certain differences between the restored image and the original image, but the overall restoration effect was still good. For high-level sparse noise, the model could still accurately restore the rank, but the relative error increased, the peak signal-to-noise ratio and the structural similarity also decreased, showing a decline in the restoration effect compared with that in cases of low and medium level noise. The improved colour image denoising model proposed in this paper performed excellently in cases of low and medium level noise; as for high level noise, although the restoration effect declined a bit, overall speaking, its denoising ability was good, suggesting that this model is robust to noise of different levels, and it has important practical application value for colour image denoising.

According to data shown in Figure 5, it can be known that under each noise level, the proposed model attained higher PSNR values than the non-local mean algorithm, the bilateral filter algorithm, the wave beam transform algorithm, and the auto-encoder algorithm, indicating that its denoising effect outperformed the other methods. For the non-local mean algorithm and the auto-encoder, their PSNR values declined gradually with the increase of noise ratio, and the decrement was large. This is because the two algorithms showed poor performance when processing Gaussian noise, and they could not remove the noise effectively. The PSNR values of the bilateral filtering algorithm and the wave beam transform algorithm also decreased with the increase of noise ratio, but the decrease speed was slow, especially the wave beam transform algorithm, its PSNR was high even in case of a noise ratio reaching as high as 55%. This is because the two algorithms were robust when processing the Gaussian noise. Under the condition of increased noise ratio, the decrement of PSNR value of the proposed model was the smallest among all algorithms, exhibiting good stability and robustness. And this is due to the fact that the influence of noise had been fully considered during the design of the proposed model and corresponding strategies were adopted to suppress the influence of noise.

**Table 1.** Colour image restoration results in case of low-level sparse noise

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Rank</th>
<th>Rank of Restored Image</th>
<th>Relative Error</th>
<th>PSNR(\text{dB} )</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>1.3518e-6</td>
<td>37.21</td>
<td>0.96</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20</td>
<td>1.9762e-6</td>
<td>37.09</td>
<td>0.97</td>
</tr>
<tr>
<td>300</td>
<td>30</td>
<td>30</td>
<td>2.4334e-6</td>
<td>36.89</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**Table 2.** Colour image restoration results in case of medium-level sparse noise

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Rank</th>
<th>Rank of Restored Image</th>
<th>Relative Error</th>
<th>PSNR(\text{dB} )</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>3.8618e-8</td>
<td>32.96</td>
<td>0.93</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20</td>
<td>4.3212e-8</td>
<td>31.90</td>
<td>0.92</td>
</tr>
<tr>
<td>300</td>
<td>30</td>
<td>30</td>
<td>4.3123e-8</td>
<td>30.78</td>
<td>0.91</td>
</tr>
</tbody>
</table>

**Table 3.** Colour image restoration results in case of high-level sparse noise

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Rank</th>
<th>Rank of Restored Image</th>
<th>Relative Error</th>
<th>PSNR(\text{dB} )</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>8.9022e-3</td>
<td>26.32</td>
<td>0.71</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20</td>
<td>1.5267e-3</td>
<td>25.96</td>
<td>0.77</td>
</tr>
<tr>
<td>300</td>
<td>30</td>
<td>30</td>
<td>1.6728e-3</td>
<td>23.34</td>
<td>0.66</td>
</tr>
</tbody>
</table>
The structural similarity index measure (SSIM) is a metric used to measure image quality, and it mainly focuses on the structural information of images. A SSIM value closer to 1 indicates that the structural information of the image is retained more completely, and the image quality is better. According to the data in Table 4, on all noise ratios, the proposed model outperformed other methods in terms of the SSIM value, indicating that the proposed model had a better performance in retaining the structural information of images. The SSIM values of the non-local mean algorithm, the bilateral filtering algorithm, and the wave beam transform algorithm all decreased with the increase of noise ratio, and their decline trends were obvious, indicating that these algorithms had lost some structural information of images during the denoising process. The SSIM value of the proposed model also decreased with the increase of noise ratio, but its decrease speed was much lower than that of other algorithms, indicating that the proposed model could better retain the structural information of images during the denoising process, and it was more robust to the noise. Therefore, under all levels of noise, the proposed model can achieve a better denoising effect than other methods, it can better retain the structural information of images, and have higher stability and robustness.

In image processing, mean square error (MSE), peak signal-to-noise ratio (PSNR), and computation time are commonly used evaluation indicators of algorithms. A smaller MSE value indicates less image error and better image quality; a greater PSNR value indicates larger signal-to-noise ratio and better image quality; the computation time reflects the efficiency of the algorithm. According to Table 5, it can be concluded that the proposed algorithm had smaller errors in image enhancement. In terms of PSNR, it also outperformed the Laplace sharpening algorithm and the multi-scale retina enhancement algorithm, indicating that it can better retain the quality of images in the aspect of signal-to-noise ratio. In terms of computation time, although the proposed algorithm was slower than the other two algorithms, in view of its obvious advantages in MSE and PSNR, the sacrifice of time is worthwhile. So on the whole, although the proposed algorithm had a slight disadvantage in computation time, it was significantly better than the other two algorithms in terms of retaining image quality and controlling errors. This also indicates that the proposed enhancement algorithm had high image enhancement performance and can effectively improve image quality.

Figure 6 shows the results of the comparative experiment of color image enhancement. According to the figure, during the image enhancement practice, although the HE algorithm, the Laplace sharpening algorithm, and the multi-scale retina enhancement algorithm performed good, the proposed algorithm gave a better effect during the experiment.

![Figure 6. Comparative experiment of color image enhancement](image)

The main reason is that the proposed algorithm can keep a low error and a high signal-to-noise ratio when processing images containing high-level noise. In contrast, other algorithms gave increased error and reduced image quality when processing such images. Compared with the Laplace sharpening algorithm and the multi-scale retina enhancement algorithm, the proposed algorithm had better preserved the information details of images, so that the visual effect of enhanced images is closer to the real scenes.

<table>
<thead>
<tr>
<th>Ratio of Gaussian Noise</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>30%</th>
<th>25%</th>
<th>50%</th>
<th>45%</th>
<th>30%</th>
<th>60%</th>
<th>50%</th>
<th>40%</th>
<th>55%</th>
<th>65%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average noise ratio</td>
<td>0.91</td>
<td>0.87</td>
<td>0.79</td>
<td>0.68</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-local mean algorithm</td>
<td>0.91</td>
<td>0.82</td>
<td>0.63</td>
<td>0.57</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bilateral filter algorithm</td>
<td>0.92</td>
<td>0.82</td>
<td>0.66</td>
<td>0.61</td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave beam transform algorithm</td>
<td>0.91</td>
<td>0.84</td>
<td>0.68</td>
<td>0.61</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The proposed model</td>
<td>0.95</td>
<td>0.93</td>
<td>0.87</td>
<td>0.76</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MSE</th>
<th>PSNR</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Laplace sharpening algorithm</td>
<td>438.212</td>
<td>22.3414</td>
<td>1.32s</td>
</tr>
<tr>
<td>The multi-scale retina enhancement algorithm</td>
<td>423.313</td>
<td>22.4132</td>
<td>1.22s</td>
</tr>
<tr>
<td>The proposed algorithm</td>
<td>62.3123</td>
<td>2.96s</td>
<td>3.2s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Indicator</th>
<th>Original Image 1</th>
<th>Original Image 2</th>
<th>Original Image 3</th>
<th>Original Image 4</th>
<th>Original Image 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Laplace sharpening algorithm</td>
<td>MSE</td>
<td>438.212</td>
<td>2313.2</td>
<td>2313.2</td>
<td>4612.1</td>
<td>4913.1</td>
</tr>
<tr>
<td>PSNR</td>
<td>22.3414</td>
<td>14.3231</td>
<td>11.3214</td>
<td>11.2389</td>
<td>11.2389</td>
<td>17.2313</td>
</tr>
<tr>
<td>Computation time</td>
<td>1.32s</td>
<td>1.22s</td>
<td>1.32s</td>
<td>1.22s</td>
<td>1.22s</td>
<td>1.43s</td>
</tr>
<tr>
<td>The multi-scale retina enhancement algorithm</td>
<td>MSE</td>
<td>423.313</td>
<td>2341.2</td>
<td>4513.4</td>
<td>4823.1</td>
<td>1175.2</td>
</tr>
<tr>
<td>PSNR</td>
<td>22.4132</td>
<td>14.3213</td>
<td>11.5671</td>
<td>11.2411</td>
<td>11.2411</td>
<td>17.2311</td>
</tr>
<tr>
<td>Computation time</td>
<td>1.62s</td>
<td>1.62s</td>
<td>1.38s</td>
<td>1.47s</td>
<td>1.47s</td>
<td>1.41s</td>
</tr>
<tr>
<td>The proposed algorithm</td>
<td>MSE</td>
<td>0.1312</td>
<td>0.0313</td>
<td>0.0231</td>
<td>0.0414</td>
<td>0.0315</td>
</tr>
<tr>
<td>PSNR</td>
<td>62.3123</td>
<td>61.2313</td>
<td>61.234</td>
<td>62.9871</td>
<td>58.3678</td>
<td></td>
</tr>
<tr>
<td>Computation time</td>
<td>2.96s</td>
<td>3.01s</td>
<td>2.96s</td>
<td>3.01s</td>
<td>3.01s</td>
<td></td>
</tr>
</tbody>
</table>
5. CONCLUSION

This study investigated a few color image processing methods, including noise removal and image enhancement, and the method proposed in this study exhibited powerful performance and obvious advantages in various experiments and evaluations.

In terms of denoising algorithms, the model proposed in this study gave high PSNR and SSIM values under different ratios of Gaussian noise, showing its excellent performance in preserving image details and good overall visual quality. In addition, compared with other algorithms, in case of increased ratio of Gaussian noise, the decrement of PSNR and SSIM of the proposed model was smaller, showing higher robustness.

In terms of image enhancement algorithms, the method proposed in this study also showed obvious advantages in retaining image details and colors and processing high-level noise, and attained very good results. In the meantime, the proposed method also showed excellent adaptivity and can be customized according to the specific characteristics of the image.

In terms of image restoration, the proposed method gave low relative error and high PSNR and SSIM when dealing with sparse noise of different levels. Especially in case of high-level sparse noise, the proposed method still kept low relative error and high PSNR and SSIM, demonstrating its good ability in dealing with complex situations.

In summary, regardless of qualitative visual effect or quantitative evaluation metrics, the proposed image processing method had outperformed other reference algorithms. So it has a great potential to be applied in more fields, such as medical image processing, remote sensing image analysis, and computer vision.
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