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ABSTRACT

The ubiquity of biometric identification systems and their applications is evident in today's world. Among various biometric features, face and gait are readily obtainable and thus hold significant value. Advances in computational vision and deep learning have paved the way for the integration of these biometric features at multiple scales. This study introduces a system for biometric recognition that synergises face and gait recognition through the lens of transfer learning. Feature extraction was accomplished using Inception_v3 and DenseNet201 algorithms, while classification was performed employing machine learning algorithms such as K-Nearest Neighbours (KNN) and Support Vector Classification (SVC). A unique dataset was constructed for this research, consisting of face and gait information extracted from video clips. The findings underscore the efficacy of integrating face and gait recognition, primarily through feature and score fusion, resulting in enhanced recognition accuracy. Specifically, the Inception_v3 algorithm was found to excel in feature extraction, and SVC was superior for classification purposes. The system achieved an accuracy of 98% when feature-level fusion was performed, and 97% accuracy was observed with score fusion using Decision Trees. The results highlight the potential of transfer learning in advancing multiscale biometric recognition systems.

1. INTRODUCTION

Face recognition, one of the most extensively studied biometric features within the realm of computer vision, has found applications in a myriad of areas, ranging from security and verification to tracking [1, 2]. The widespread usage of face recognition as a biometric feature is attributed to its accessibility, facilitated by inexpensive cameras, and its general acceptance by the public [3]. However, despite these advantages, face recognition is not without its limitations. Factors such as ageing, facial hair, cosmetics, glasses, and masks can alter facial appearance, while external influences such as lighting, noise, image quality, camera positioning, and the angle of photography could compromise the system's discriminatory capacity [4].

In parallel, gait, another key biometric feature, has been the focus of numerous studies investigating its utility in distinguishing individuals [5-7]. Similar to facial recognition, gait is a visual signal extractable from video footage, thereby offering comparable benefits [8]. A significant advantage of gait over face recognition is that it can be ascertained from a sequence of low-resolution images of individuals captured from a distance, where the person's body occupies relatively few pixels. This allows for the extraction of other biometric information [9, 10]. Nevertheless, gait, being a behavioural attribute, is also susceptible to variations due to factors such as clothing, footwear, environmental conditions, emotions, fatigue, inebriation, pregnancy, injury, disease, and age [11, 12]. Additionally, gait recognition grapples with common challenges related to visual signal extraction from videos, such as segmentation, inadequate separation of the walking subject from the background scene, and poor recording conditions [13, 14].

Recent years have seen the emergence of methods integrating face and gait recognition, combining physical and behavioural biometrics to explore whether this amalgamation can enhance the performance of systems that utilise only one of these biometrics [15, 16]. Although this multi-biometric combination is still in its nascent stage, with relatively few studies published on the topic, the findings thus far are promising, showing clear potential for this approach in differentiating individuals [17].

This study proposes a dual face and gait recognition system for distinguishing individuals, integrating at the level of feature extraction using deep learning and at the output level of separate face and gait models. The present paper reviews the existing literature on face and gait recognition, provides a theoretical overview of the algorithms and techniques employed, and discusses the dataset created for the fusion of face and gait.

The main contributions of this work are fourfold:
1. The creation of a robust and replicable dataset for face and gait recognition.
2. The application of transfer learning principles for feature extraction from the dataset.
3. The construction and efficacy evaluation of a combined face and gait recognition system, compared to isolated face and gait recognition systems.
4. The harnessing of transfer learning techniques during the feature extraction stage, and the testing of multiple classifiers to identify the most accurate model.

2. LITERATURE REVIEW

The field of biometric recognition systems, utilizing facial and gait data, has been the subject of extensive scholarly exploration. A number of studies have proposed the combination of these two biometrics, aiming to enhance the accuracy and robustness of person identification.

Zakaria et al. [18] proposed a Convolutional Neural Network (CNN) consisting of 15 layers. The efficacy of this CNN was assessed using the YouTube Faces database and was subsequently compared to the Principal Component Analysis (PCA) and FHMM methods utilizing the ORL face database.

In a different study, Tabassum et al. [19] applied Discrete Wavelet Transform (DWT) coupled with PCA for feature extraction. They proposed a fusion of the CNN results using detection probability entropy and a fuzzy system, achieving an identification rate of 89.56% in the worst-case scenario and 93.34% in the best case.

A novel approach was implemented by Mehmood et al. [20], who proposed Human Gait Recognition (HGR) from various viewing angles. Their methodology involved the use of the pre-trained DenseNet-201 CNN model for feature extraction, feature reduction based on a mixed selection method, and learning through four major stages of supervised learning techniques. The crucial stage was the extraction of CNN features, with the most active features being simultaneously combined from the second and third layers. Subsequently, the Firefly algorithm and skew-based technology were employed for feature selection. They achieved an accuracy of 94.7% at an angle of 180 degrees.

Mogan et al. [21] proposed a hybrid model merging multilayer perceptrons with the pre-trained DenseNet-201 for the CAS, OU-ISIR D, and OU-ISIR databases. Their approach involved extracting the gait energy image, obtaining representative features, and applying transfer learning from the pre-trained DenseNet-201 model. A multilayer perceptron was used to identify correlations between these features, which were then assigned to appropriate class labels by a classification layer, achieving an accuracy of 92.22%.

In a study by Liu and Liu [22], they used the CASIA-B gait dataset and the UCPM-GAIT dataset. Their Two-Stream neural network (TS-Net) model concurrently extracted dynamic deep features from gait images and static invariant features from multiple resolutions. The goal of person recognition was transformed into a binary classification problem through similarity learning techniques, achieving an accuracy of 92.22%.

Wang and Yan [23] proposed a method based on convolutional long short-term memory (Conv-LSTM) and applied it to the OU-ISIR LP and CASIA datasets. They introduced a modification of Gait Energy Images (GEI), referred to as frame-by-frame GEI (ff-GEI), to increase the available gait data and relax the restrictions of gait cycle segmentation. Their study demonstrated the effectiveness of ff-GEI by analysing the cross-covariance of a single person's gait data, achieving a Correct Recognition Rate (CRR) average of 95.9%.

Aung and Pluempitiwiriyawej [24] applied a deep convolutional neural network (CNN) technique for gait biometric person identification, using Gait Energy Images (GEI) of individuals, and utilized the CASIA-B gait dataset. Their empirical findings indicated superior recognition efficacy when compared to other advanced machine learning models.

Punyani et al. [25] introduced "double-level fusion" that combined data and output levels. PCA and MLG were applied to the OU-ISIR Gait, Large Population, and USF Gait datasets to reduce the dimensionality arising from integrating facial features with gait. The KNN algorithm was utilized for recognition. Their results showed that the Mean Absolute Error (MAE) reached 6.11.

Rahman et al. [26] configured a biometric system combining facial and gait biometrics at two levels (rank and score level fusion). The Histogram of Oriented Gradients (HOG) method was applied for facial feature extraction, while structural features were used for gait feature extraction. Their highest fusion result was 96.67% for logistic regression rank-level fusion.

Aung et al. [27] proposed the use of a CNN algorithm with transfer learning to extract gait and facial features. They applied the feature-level fusion method to merge facial and gait features, and then applied various classification algorithms, achieving the highest accuracy of 97.3% using the logistic regression (OvR) algorithm.

In the study by Maity et al. [28], a system was proposed for accurate multimodal human identification from low-resolution video surveillance footage, using a single biometric data source for low-resolution face and frontal gait recognition. The Adaboost detector was used for automatic detection of low-resolution face images, while a quick object segmentation algorithm was used to segment frontal gait binary silhouettes. The low-resolution face images were pre-processed using super-resolution techniques to generate a high-resolution representation. This was followed by normalization of lighting and poses and image synthesis via registration. Gabor and Local Binary Patterns (LBP) features were then extracted from the synthetic face images. The nearest neighbor classifier was employed to accomplish rank-1 recognition for each modality. Subsequently, score-level fusion was used to combine the results of each separate recognition process. Their results showed that the combined use of low-resolution face and frontal gait modalities led to the highest rank-1 recognition accuracy, compared to the performance of each modality independently.

Manssor et al. [29] employed the YOLO-face algorithm along with the Eigenfaces approach for recognizing faces. For gait recognition, they applied the YOLO algorithm in tandem with Hidden Markov Models (HMMs). The outputs of the face and gait recognition algorithms were combined using decision-level fusion. The YOLOv3-Human model was trained using the DHU Night, FLIR, and KAIST databases.

In summary, these studies provide a comprehensive overview of the advancements and methodologies utilized in the field of biometric recognition systems, specifically focusing on facial and gait data. The diverse approaches employed in these studies have contributed to enhancing the accuracy and robustness of person identification systems, thereby paving the way for future research in this domain.

3. THEORETICAL BACKGROUND

This section summarizes the theoretical background of the algorithms used in data initialization, feature extraction, and classification.
3.1 Face and gait detection and tracking

A set of detection and tracking algorithms were used to extract the gait and face images. To extract the gait images from the video clips, the Mixture of Gaussian (MOG) algorithm was used. After background separation, the gait images were tracked using a Histogram of Oriented (HOG). As for extracting images of faces, the Haar Cascade Algorithm was used.

3.1.1 Haar Cascade algorithm

Haar Cascade is an Object Detection Algorithm that detects faces in images and real-time videos. "haar" refers to a rectangle-shaped mathematical function [30]. Haar is a single rectangular wavelet (one high and one low interval). It features one bright and one dark side in two dimensions (2D) [31]. The purpose of cascade classification is to incorporate additional features efficiently. Initially, haar's image processing only depends on each pixel’s RGB value, after which the picture is processed in rectangle forms with specific pixels in each shape. Each form is analyzed, and the limit level (threshold) is reached, revealing the dark and bright areas [32]. The haar feature formula states that if the average value of the result is more than the threshold, the haar feature exists. To train, the algorithm is given many positive photos with faces and many negative images with no faces. The pixels with values 1 are darker in the haar feature, whereas those with 0 are brighter. Each is in charge of identifying a particular feature in the picture: an edge, a line, or any other structure where the intensities abruptly shift [33].

3.1.2 Mixture of gaussian (MOG) algorithm

It is a background/foreground segmentation algorithm based on a Gaussian mixture. Each backdrop pixel is modeled using a technique combining K Gaussian distributions. The complexity reduction threshold is returned [34].

3.1.3 Histogram of oriented (HOG) algorithm

It is one of the feature descriptors. The histogram of the directed gradients descriptor may characterize the distribution of intensity gradients or edge directions in a picture. The picture is split into cells, which are little linked areas [35]. A cell may include many pixels, creating a gradient histogram for each pixel. Each pixel's gradient is represented as a histogram in the description. This is done by calculating intensity across a wider region of many cells known as a block and then using that value to normalize all cells inside that block. The adjusted result performs better under different lighting and intensity conditions [36]. HOG descriptors provide several benefits over other descriptors, including that they are invariant to geometric and photometric modifications except for object orientation [37].

3.2 Transfer learning

When faced with specific application scenarios in image classification, it is often impossible to obtain labeled data of the scale required to build a neural network model [38]. Transfer learning proposes solving such cross-domain learning problems by extracting useful information from related domains and transferring it for use in target tasks. In addition to data in the target domain, related data in different fields can also be included to extend the availability of prior knowledge of the target future data [39]. The data set is far from enough to retrain the deep neural network. Therefore, with the help of transfer learning, the pre-trained model can be used when the training data set is small. By truncating the bottleneck layer of the pre-trained network, the useful neurons of the reusable layer are retained to mine more classification features. In addition, migration learning can keep the training data in the same feature space or have the same distribution as the future data, avoiding the problem of overfitting [40].

3.2.1 Inception_v3

The Inception-v3 model (see Figure 1) improves three Inception modules based on v2: use two 3×3 convolutions instead of each 5×5 convolution, and decompose the n×n convolution into one-dimensional n×1 and Concatenation of 1×n convolutions [41]. Compressing the dimensionality of features facilitates the representation of high-size images and alleviates the overfitting phenomenon. Fully connected layers are replaced by global average pooling layers, greatly reducing the number of parameters [42]. The general architecture of Inception-v3 is shown in Figure 1.

![Figure 1. The inception V3 model’s structure [43]](image-url)
### 3.2.2 DensNet201

The inception V3 model’s structure to solve gradient disappearance to a greater extent, enhance feature transfer, use features more effectively, and reduce a certain number of parameters, the DenseNet201 network structure directly connects all layers to ensure the maximum complete transmission between layers in the network (See Figure 2) [44]. In recent years, deep learning has achieved excellent results in video and image processing [45].

The DenseNet-201 model includes sequentially connected convolutional layers, pooling layers, first dense block, first transition layer, second dense block, second transition layer, third dense block, third transition layer, fourth Dense blocks, and classification layers [46].

### 3.3 Machine learning

After feature extraction using transfer learning, machine learning algorithms were used for classification. This study compared K-Nearest Neighbors and Support Vector Machine at the feature merging level, while decision trees were used for merging at the model’s level.

#### 3.3.1 K-nearest neighbors (KNN) algorithm

The K-nearest neighbors (KNN) algorithm is a well-known statistical method for pattern identification and holds a significant position in machine learning classification algorithms. It is a supervised classification algorithm that can be rationalized and selected based on its simplicity, effectiveness, and ability to handle non-linear decision boundaries. The fundamental tenet of the KNN algorithm is that a sample belongs to a category and exhibits the traits of models in that category if the majority of its k nearest neighbor samples in the feature space do the same. This approach makes the classification decision based on the category of one or more nearest neighbor samples, which allows for flexibility in capturing complex patterns in the data [47, 48].

#### 3.3.2 Support vector machine (SVM) algorithm

A support vector machine is a supervised learning model and related learning algorithm for analyzing data in classification and regression analysis [49]. A support vector classifier (SVC) creates a hyperplane or set of hyperplanes in high-dimensional space to divide training data into various categories. These are then utilized to categorize the complete image or a collection of images [50].

#### 3.3.3 Decision tree

The decision tree algorithm is one of the supervised learning algorithms. It can be used to solve both regression and classification problems [51]. The purpose of using a decision tree is to create a trained model that classifies the value of a target variable by learning simple decision rules inferred from previous data (training data). It represents a mapping relationship between object attributes and object values. Each node in the tree represents an object, and each branch path represents a possible attribute value. Each leaf node corresponds to the object’s value represented by the path experienced from the root node to the leaf node [52].

### 4. EXPERIMENT AND SUGGESTED METHODOLOGY

A framework has been proposed to identify humans using the face and gait with several stages. In the first stage, a dataset of the face and gait is created for the same people, where two digital cameras were used (to record) video clips. The first camera (the front camera) photographed the person as he passed from the front, and the second (recorded) video clips from a side view of the person for Recognition of the gait. The viewing area of the front and side cameras was ten meters, and 10-second video clips were recorded. The experiment was conducted at the Duhok Technical Institute and the Shekhan Technical Institute / Polytechnic University of Duhok for 65 volunteers. In the second stage, the videos for each person were divided into two
videos, the first for the face and the second for the gait. After creating the videos, the face and gait videos were processed separately. To extract facial features, the Haar Cascade algorithm was used to track and detect facial images from front camera videos and performed image pre-processing that included standardization of size, centering, and rotation according to the position of the face and using 100 facial images for each person. After pre-processing, pre-training algorithms were applied to the face images using (inception_v3 and DenseNet201) algorithms. They extracted the features specific to the face and the number of faces particular to each person. As for gait and extracting gait features, the background was initially isolated from the person’s body using the MOG2 algorithm to convert the video clip of the gait to white as the person’s body and a black background. Then, the HOG algorithm will track the person’s gait within the video clip. The result is a set of sequential cut images of the gait with sizes according to the distance and proximity of the person from the camera’s position. At this stage, image pre-processing was used to standardize the sizes and focus the images. The GEI gait energy finding technique was used to convert gait images into distinguishable images, which collects chromatic units between images and adopts a new gait energy image for each image. The same facial feature extraction algorithms were used in the final stage of feature extraction. As shown in Figure 3.

After obtaining the facial and gait features, three sets of features (face, gait, face, and gait) are established. This stage is called (features-level fusion). After the feature extraction phase, the data set was divided into (80:20) a training set and a test set. The selected machine learning algorithms are trained for classification and person identification. The algorithms (SVC, KNN) were trained on the training data set for face once, gait energy once, facial features, and gait once, testing the models using test and comparison data and determining the most accurate model for each case. In the last stage, the outputs of the selected models are combined with a meta-classifier to create a model that combines the biometric features at the model output level, called (score-level fusion) and testing the model using the test data.

4.1 Create a dataset for face and gait

65 volunteers from the Polytechnic Institute in Dohuk – Information Technology Department were used to create a data set to distinguish humans by face and gait. Two digital cameras with a resolution of 108 megapixels and a recording space of 10 * 7 meters were installed. A special camera for recording video clips of the face was installed at the end. Recording space While the gait recording camera was placed in the center of the recording space to take the complete steps of the gait. As shown in Figure 4.

Humans were passed in the recording space at a rate of 10 seconds per person and a size of 75 megabytes per video clip, and videos are stored in MP4 format. Experiments were conducted in the natural environment of the institute’s corridors. Table 1 shows a description of the recorded video clips.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Length Per Clip</td>
<td>00:07:00</td>
</tr>
<tr>
<td>Frame Width (Pixel)</td>
<td>1920</td>
</tr>
<tr>
<td>Frame Height (Pixel)</td>
<td>1080</td>
</tr>
<tr>
<td>Data Rate</td>
<td>21962kbps</td>
</tr>
<tr>
<td>Frame Rate (Kbps)</td>
<td>30.00 frames/second</td>
</tr>
<tr>
<td>Number Of Clip</td>
<td>65*2</td>
</tr>
<tr>
<td>Format</td>
<td>mp4</td>
</tr>
<tr>
<td>Data Size For Face</td>
<td>4.49 GB</td>
</tr>
<tr>
<td>Data Size For Gait</td>
<td>3.37 GB</td>
</tr>
</tbody>
</table>

4.2 Feature extraction

To integrate more than one biometric feature at the level of
features, the gait, and face must be detected and tracked as an initial stage for the recognition system to work.

4.2.1 Face images detection and tracking

Haar Cascade is an Object Detection Algorithm that detects faces in images and real-time videos. "haar" refers to a rectangle-shaped mathematical function [30]. Haar is a single rectangular wavelet (one high and one low interval). It features one bright and one dark side in two dimensions (2D) [31]. The purpose of cascade classification is to incorporate additional features efficiently. Initially, haar's image processing only depends on each pixel’s RGB value, after which the picture is processed in rectangle forms with specific pixels in each shape. Each form is analyzed, and the limit level (threshold) is reached, revealing the dark and bright areas [32]. The haar feature formula states that if the average value of the result is more than the threshold, the haar feature exists. To train the algorithm, a large number of positive photos with faces and a large number of negative images with no faces are provided. The pixels with values 1 are darker in the haar feature, whereas those with 0 are brighter. Each is in charge of identifying a particular feature in the picture: an edge, a line, or any other structure where the intensities abruptly shift [33]. It is important to note that the training results have been verified using a significant amount.

Figure 5. Extracting face images using Haarcascade method

Figure 5 shows that the learning algorithm's definition of a set of Haar-like characteristics makes up each cascade level. In the first phases, classifiers are trained to recognize almost all candidates resembling faces while rejecting most negative sub-windows. This design can significantly speed up the discovery process because most negatives may be eliminated during the first two or three stages. Most computing resources are concentrated on face-like sub-windows. Stage classifiers systematically assess each sub-window, combining the results into the stage for each Haar-like feature. To assess if the present sub-window is a face-like filter, all the characteristics at a location are computed, and the aggregated value is compared with the stage boundary value. Only if the preceding step is active is the succeeding stage triggered.

4.2.2 Gait images detecting and tracking

The stage of extracting gait energy images goes through several stages, starting with background subtraction, converting the video clip to a black background, and representing the person walking in white color using the MOG2 algorithm. In the second stage, the rectangle of the gait image is detected and converted into a gait image for each frame in the gait video. This process is done using HOG. This stage is followed by calculating gait energy and creating a gait energy dataset. This study used the function createBackgroundSubtractorMOG2 provided in the OpenCV package for Background subtraction. Figure 6 shows the gait segments before and after background subtraction.

Figure 6. Background subtraction for gait image

To track and extract images of the person's gait HOGDescriptor() function was used. The default human detector size is 64×128, so the size of the person who wants to detect it must be at least 64×128. Figure 7 shows the images extracted from the video clip.

Figure 7. Extracting gait image

Then, the set SVM Detector function was used to set the Support Vector Machine to pre-train the gait detector and load it with the cv2.HOGDescriptor_get Default People Detector() function. Another important function used is DiscoverMultiScale(). This function implements a detection phenomenon through a multi-scale window. To extract the gait energy, the center of mass of the image must be determined before it is collected. \( p=(i, j) \) represents the pixel value in row \( i \) and column \( j \). To find the gait center of mass, the brightest area must be determined, and it can be calculated by taking the average value of \( x \) and \( y \) and determining the place with the most density. Eqs. (1), (2), and (3) can be used to find \( d \) and \( \hat{y} \) which are the coordinates of the gait center of mass.

\[
\hat{x} = \frac{\sum_{i=0}^{m} \sum_{j=0}^{n} i \cdot p(i,j)}{r} \tag{1}
\]

\[
\hat{y} = \frac{\sum_{i=0}^{m} \sum_{j=0}^{n} j \cdot p(i,j)}{r} \tag{2}
\]

\[
r = \sum_{i=0}^{m} \sum_{j=0}^{n} p(i,j) \tag{3}
\]

The calculation method of each feature, when the brightness value at the pixel \( (x, y) \) of the frame of the normalized silhouette sequence is cap. I. open paren x, y, t, close paren. And the walking cycle in \( P \), is as follows. GEI is created by finding the average of the silhouette series within one walking cycle:

\[
GEI(x, y) = \frac{1}{P} \sum_{t=1}^{P} I(x, y, t) \tag{4}
\]

In GEI, the moving part becomes smaller by averaging the brightness values, so the pixel's shade expresses the movement's magnitude, and the part with less movement is expressed brightly.

As shown in Figure 8, the gait energy was found for every four frames in the video clip, and the gait energy was extracted as an image for recognition.
4.3 Feature extraction using transfer learning

In this study, transfer learning is adopted, whereby a pre-trained model can be used as a feature extractor for any image of visual objects classified in computer vision. Transfer learning is a machine learning method that uses a pre-trained neural network. Two types of pre-trained deep learning algorithms (inception_v3 and DenseNet201) were used to extract gait and facial features for identification purposes.

4.3.1 Feature extraction using Inception_v3

Inception-v3 is a deep neural network, and the network consists of 11 units starting with five types in total. A pre-trained model was used to extract gait and facial features. The trained model was used in Python and Keras deep learning framework. Table 2 determines the algorithm's parameters and values.

Table 2. Inception_v3 pre-trained parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Imaginet Vector</th>
<th>Employ Trained Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>weights</td>
<td>Imaginet Vector</td>
<td>employ trained weights</td>
</tr>
<tr>
<td>include_top</td>
<td>False</td>
<td>determines whether to include the top, fully linked layer as the network's final.'</td>
</tr>
<tr>
<td>input_shape</td>
<td>(128, 128, 3)</td>
<td>Specifies the format of the network input. In terms of the number of pixels of the x-axis and the y-axis in addition to the color formula used</td>
</tr>
<tr>
<td>output_shape</td>
<td>(2, 2, 2048)</td>
<td>the vector represents the extracted values numbers of weights during backpropagation training that are updated and not updated.</td>
</tr>
<tr>
<td>Total params</td>
<td>21,802,784</td>
<td>backpropagation training that are updated and not updated.</td>
</tr>
<tr>
<td>Trainable params</td>
<td>21,768,352</td>
<td>numbers of weights during backpropagation training that are updated.</td>
</tr>
<tr>
<td>Non-trainable params</td>
<td>34,432</td>
<td>numbers of weights during backpropagation training that are not updated.</td>
</tr>
</tbody>
</table>

The input to the algorithm was 100 images of both gait energy and face. RGB images with a size of 128 * 128 were used. The DenseNet201 algorithm adopts the output of the Conv5 Block32 layer. (4, 4, 1920) were extracted features for each image for each image of faces and gait energy.

4.3.2 Feature extraction using DenseNet201

DenseNet201 is a deep neural network. This paper used a pre-trained model to extract gait and facial features. The Conv5 Block32 Concat layer was selected from the DenseNet model as the output layer. The trained model was used in Python and Keras deep learning framework. The parameters and values of the DenseNet201 algorithm were determined in Table 3.

Table 3. DenseNet201 pre-trained parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Imaginet Vector</th>
<th>Employ Trained Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>weights</td>
<td>Imaginet Vector</td>
<td>employ trained weights</td>
</tr>
<tr>
<td>include_top</td>
<td>False</td>
<td>determines whether to include the top, fully linked layer as the network's final.'</td>
</tr>
<tr>
<td>input_shape</td>
<td>(128, 128, 3)</td>
<td>Specifies the format of the network input. In terms of the number of pixels of the x-axis and the y-axis in addition to the color formula used</td>
</tr>
<tr>
<td>output_shape</td>
<td>(4, 4, 1920)</td>
<td>the vector represents the extracted values numbers of weights during backpropagation training that are updated and not updated.</td>
</tr>
<tr>
<td>Total params</td>
<td>21,802,784</td>
<td>backpropagation training that are updated and not updated.</td>
</tr>
<tr>
<td>Trainable params</td>
<td>229,056</td>
<td>numbers of weights during backpropagation training that are not updated.</td>
</tr>
<tr>
<td>Non-trainable params</td>
<td>229,056</td>
<td>numbers of weights during backpropagation training that are not updated.</td>
</tr>
</tbody>
</table>

The input to the algorithm was 100 images of both gait energy and face. RGB images with a size of 128 * 128 were used. The DenseNet201 algorithm adopts the output of the Conv5 Block32 layer. (4, 4, 1920) were extracted features for each image for each image of faces and gait energy.

4.4 Facial and gait fusion

The merger is done at one of two levels (features-level fusion and score-level fusion) to identify humans using multiple biometric features. Two models (SVC and KNN) were used to model the data and compare them for the first level, and for the second level, decision trees were used to combine the classifiers’ outputs. Experiments were conducted using Python to build classification models within the Sklearn framework.

4.4.1 Recognize using features-level fusion

The combination of feature-level information provides more information about the person to be verified. The proposed feature level fusion combines pre-match biometric information of the face and gait. Feature-level merging is not widely used because it is difficult to integrate incompatible feature vectors from multiple methods. Therefore, in this study, it was proposed to use gait energy images with images of faces and to use the same feature extraction algorithms and create two datasets that are identical in terms of face and gait composition. The simplest form of feature-level fusion is the collection of data sets at the feature level. This type of merging doubles the number of distinctive features.

As in Figure 9, two biometric features of a person were combined to distinguish face and gait energy. In the first stage, facial features and gait energy were extracted using pre-training algorithms (inception_v3 and DenseNet201). The output of this stage is two datasets for extracted features; then, the two feature datasets are combined to create a new dataset that integrates facial features and gait energy. In the next stage, the selected machine learning models are trained to develop a classifier model.
4.4.2 Recognize using score-level fusion

In the case of score-level fusion, the outputs of the classification models are merged using a supporting model. This method enables to collect the predictive values of several classifiers and give a final result. In this paper, as in the case of features-level fusion, facial features, and gait energy were extracted using deep learning, and two data sets were created, as in Figure 10.

5. RESULT AND DISCUSSION

5.1 Result

The suggested model was evaluated based on several scales: accuracy, recall, precision, and F-score. The Performance measures of identification shown in Equations (5, 6, 7, and 8) are calculated based on the number of correctly identified class instances (TP, true positives), the number of correctly identified class instances that do not belong to the class (TN, true negatives), and the number of instances that were either incorrectly assigned to the class (FP, false positives), or were not recognized as class instances (FN, false negatives).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (5)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (6)
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad (7)
\]

\[
F1 = 2 \times \frac{\text{Precision} \times \text{recall}}{\text{Precision} + \text{recall}} \quad (8)
\]

During testing and validation, the model is adjusted and reviewed. The face and gait were distinguished separately in the first stage. The Table 4 shows the result of face recognition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face recognition Using DenseNet201 and SVC</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Face recognition Using DenseNet201 and KNN</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Face recognition Using inception_v3 and KNN</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Face recognition Using inception_v3 and KNN</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>
As shown in Table 4, the best performance is in the case of using DenseNet201 in feature extraction with KNN as a classifier, as it achieves 0.96 in various measures, followed by inception_v3 in feature extraction with KNN, where it was 0.95. The same algorithm were applied for gait recognition, as presented in Table 5.

And when distinguishing the gait using the same algorithms, the performance compared to the face was low, as the inception_v3 algorithm achieved 0.88 with SVC and 0.72 with KNN. At the same time, the DenseNet201 algorithm earned 0.77 using KNN and 0.67 using SVC using the accuracy scale. It is also noted that there is a slight imbalance when using DenseNet201 with SVC, where the precision value was 0.70, while the recall was 0.68.

In the next stage, facial and gait features were merged using both algorithms, DenseNet201, and inception_v3, and using both classifiers SVC and KNN, merging was also done at the output level of the best classifier using decision tree algorithms. Table 6 presents the performance of models when combining face and gait on features- and score-level fusion.

It is noted from the merging Table 6 that the results of excellence were better at both levels. The best merging results were when using the inception_v3 algorithm with SVC, as it reached 0.98 and that is for merging different measures on Feature level fusion and 0.97 for the various merging measures on Score level fusion. However, score-level fusion achieved less performance than feature-level fusion, as it is noted to be better performance than facial or gait distinction performance separately.

In this study, the final comparative accuracy measure was adopted between facial recognition and gait separately, and the combination between them on two levels (features, score). As shown in Figure 11, merging the face and the gait using the inception_v3 algorithm to extract features with the SVM as a classifier achieved the best performance with an accuracy of 0.98. While fusion on score level using decision trees achieved 0.97. The results of separate face and gait recognition using the same algorithms for feature extraction and classification are 0.94 and 0.82, respectively.

Table 5. Algorithms performance based on gait recognition

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gait recognition Using DenseNet201 and SVC</td>
<td>0.96</td>
<td>0.70</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>Gait recognition Using DenseNet201 and KNN</td>
<td>0.77</td>
<td>0.78</td>
<td>0.79</td>
<td>0.77</td>
</tr>
<tr>
<td>Gait recognition Using inception_v3 and SVC</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>Gait recognition Using inception_v3 and KNN</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 6. Comparing the performance of algorithms when integrating biometric features (Face and gait)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>F. &amp; G. R. Using DenseNet201 and SVC</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>F. &amp; G. R. Using DenseNet201 and KNN</td>
<td>0.91</td>
<td>0.92</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>F. &amp; G. R. Using inception_v3 and KNN</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>F. &amp; G. R. Using inception_v3 and SVC (Score Level Fusion)</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>F. &amp; G. R. Using inception_v3 and SVC (Feature Level Fusion)</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Figure 11. Comparison based on accuracy

Combining the face with the gait using the inception_v3 algorithm and KNN achieved an accuracy of 0.92, while face recognition using the same algorithm achieved an accuracy of 0.95 and for gait was 0.92. On the other hand, using DenseNet201 algorithms, the merger achieved 0.92 and 0.91 for SVM and KNN algorithms, respectively. Although merging the face with the gait shows higher results where recognition gait, but this result while the result of the merging was lower in the case of using the face only, where the DenseNet201 with SVM achieved 0.94, and the DenseNet201 with KNN 0.96 for face recognition. Table 7 provides a comparison of the findings obtained in this study with other research within the same domain.

Table 7. Comparisons between the proposal methods and others

<table>
<thead>
<tr>
<th>Years</th>
<th>Authors’</th>
<th>Dataset</th>
<th>Fusion</th>
<th>Methods</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>Punyani et al.</td>
<td>‘OU-ISIR, ‘USF Gait dataset’</td>
<td>Double-Level Fusion</td>
<td>KNN</td>
<td>MAE=6.1</td>
</tr>
<tr>
<td>2019</td>
<td>Rahman et al.</td>
<td>KINECT Gait, KINECT Eurocom Face datasets</td>
<td>Score Level, Rank Level Fusion</td>
<td>Logistic regression</td>
<td>Accuracy =0.96</td>
</tr>
<tr>
<td>2021</td>
<td>Maity et al.</td>
<td>Face and Ocular Challenge Series (FOCS) dataset</td>
<td>Score Level Multimodal Fusion</td>
<td>(Gabor), with(CNN)</td>
<td>Accuracy=95.9</td>
</tr>
<tr>
<td>2022</td>
<td>Aung et al.</td>
<td>public datasets</td>
<td>Feature-Level Fusion</td>
<td>Deep CNN with transfer learning</td>
<td>Accuracy=0.97</td>
</tr>
<tr>
<td>2023</td>
<td>Dindar M. Ahmed</td>
<td>Our dataset</td>
<td>Feature Fusion Level</td>
<td>inception_v3, with SVC</td>
<td>Accuracy =0.98</td>
</tr>
<tr>
<td>2023</td>
<td>Dindar M. Ahmed</td>
<td>Our dataset</td>
<td>Score Fusion Level</td>
<td>inception_v3, with SVC</td>
<td>Accuracy =0.97</td>
</tr>
</tbody>
</table>
5.2 Results discussion

The study concluded that the merging process improves recognition accuracy in general, as the best result was when merging the face with the gait using inception_v3 in extracting the features and svc as a classifier. Or in the case of using DenseNet201 algorithms in extracting features with both KNN and SVC classifiers, it was less in the case of using the same face classifier. At the same time, the accuracy of its use of gait was less, as it was 0.76 using SVC and 0.77 using KNN. The results show that the best algorithm for feature extraction is inception_v3, and the best classifier is SVC. And the process of integrating between the face and the gait improves the system in general in the various algorithms for both levels (Feature level fusion and Score level fusion).

6. CONCLUSIONS

In this study, a gait and face dataset has been created to create a multi-biometric recognition system to create an accurate recognition system using security system recorders. The data was pre-processed, and the faces and gait images were extracted. The study concluded that using more than one biometric feature increases recognition accuracy and reliability. Using transfer learning and feature fusion at the feature fusion level to integrate the dataset and then feed it into a machine learning model is a promising solution in biometric feature integration. Achieve the best model in feature extraction (inception_v3) with SVC when combining face and gait at the feature level, followed by the same algorithms for face and gait and using decision trees as a support classifier. In future work, more than one data set will be taken, and a more comprehensive range of deep learning and machine learning algorithms will be used.
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