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Advancements in information and communication technology have facilitated diverse
operational environments, spanning across financial to military sectors. However, these
advancements carry an escalation in cybersecurity threats, potentially compromising
user privacy and security. Among the various mechanisms introduced to mitigate these
threats, data hiding methods stand out. These methods embed covert data within cover
data, such as audio and video files, thereby providing an additional layer of security. In
this study, we develop upon the existing data hiding techniques, enhancing their
capacity to conceal varied sizes of covert data. Our proposed method leverages both
right and bottom context pixels for a more nuanced data hiding approach. The
effectiveness of this scheme is evaluated by quantifying the quality of the stego data,
represented by the Peak Signal to Noise Ratio (PSNR) value. Our initial findings
indicate that our method yields superior stego data quality, suggesting its potential to
accommodate a larger volume of covert data while preserving the similarity between
the cover and stego files. This study thus contributes to more robust and efficient data
hiding techniques, bolstering cybersecurity measures in the face of increasing digital

threats.

1. INTRODUCTION

The rapid advancement of information technology has
precipitated the swift development of computer networks,
largely facilitating data transfer between devices. This
progress, ubiquitous in nature, is uncompromised by location
or time, provided network availability. A plethora of
applications, compatible with various devices like
smartphones and laptops, have been designed to cater to user
demands, bolstered by the supportive services offered by
software and hardware companies.

However, this technological progress is not without its
drawbacks. Security has consistently emerged as a significant
concern, primarily due to the potential exploitation by third
parties leveraging user unawareness. This could potentially
lead to the public disclosure of user privacy. As such,
mechanisms to safeguard covert data are paramount. Several
methodologies have been introduced to address this issue,
including the development of Intrusion Detection Systems [1,
2], message encryption [3, 4], and data embedding techniques
[5, 6].

Data embedding involves the integration of covert data into
a cover file, such as an image or audio file (illustrated in Figure
1). The challenge lies in ensuring the generated stego file bears
resemblance to the cover file. This method, since its
introduction, has encountered numerous challenges, including
maintaining the quality of the stego file and determining the
size of the covert data that the cover file can accommodate.
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While existing methods have shown improvements over their
predecessors, there remains a persistent need for increased
covert data size and improved stego file quality, contingent on
the respective environment. A typical trade-off between the
size of covert data and the quality of the stego file has been
identified, necessitating user focus on one of these aspects.

Ni et al. [7] introduced the concept of histogram shifting,
applicable to both images and video files, considering that
videos are essentially a compilation of pixel-containing frames.
The peak and zero points are defined, determining the
direction of the shifting process. However, this process affects
the quality of the stego file, as pixel values within specific
ranges are affected. Moreover, excessive pixel shifting is
likely to degrade the stego file quality.

Subsequent research developed a prediction error (PE)
between two sequential frames [8]. The PE value is derived
from the difference between corresponding pixels in the
frames, generating a histogram where the embedding process
is to be conducted. Similar to prior research, the shifting
direction is determined to provide the embedding space.

In contrast, Qu and Kim [9] adopted a different approach,
Pixel based Pixel Value Ordering (PPVO), wherein an image
is divided into context pixels of predetermined sizes (such as
2>2 or 4>4). The minimum and maximum values of each
context pixel are obtained to predict a value for embedding.
The considered pixel in each image is compared to the
minimum value for this prediction. The value is equal to either
the minimum or the maximum, depending on the result of this


https://orcid.org/0009-0001-2434-943X
https://orcid.org/0000-0002-3390-0756
https://orcid.org/0000-0001-5249-1241
https://orcid.org/0000-0002-9275-9860
https://crossmark.crossref.org/dialog/?doi=10.18280/mmep.100502&domain=pdf

comparison.

Drawing inspiration from Qu and Kim's research [9], we
designed a method [10] that considers pixels to the right and
bottom of the context (illustrated in Figure 2). The average of
these values specifies the embedding process. This approach
was found to enhance the performance of both Ni et al.'s and
Qu and Kim's methods [7, 9], although it still slightly lags
behind that of PE [8]. Various other data-hiding approaches
can be found in studies [11-14], with specific purposes like
Arabic text [15] and deep learning [16] also implemented.
Techniques to break these data-hiding methods have been
introduced [17, 18], perpetuating the competition between
steganography (data hiding) and steganalysis [19].

In this study, we propose a video-based data-hiding method,
improving upon previous methods by utilizing frames in the
video file as the basis for embedding. A histogram is generated
and the shifting direction is determined based on set criteria.
Acknowledging the strengths and limitations of previous
research, the proposed method aims to enhance the capacity to
hide covert data. We continue to address two primary factors:
the size of covert data and the quality of the stego file, as
detailed in the following section.

This paper is structured as follows: Section 2 details the
methodology of the proposed approach. Section 3 presents the
experimental results, analysis, and discussion, including a
comparison with other research. The conclusion is provided in
Section 4.

Video cover

Secret

Stego video

Secret Data Secret Data
Secret Data Secret Data
Secret Data Secret Data

Figure 1. General process of data hiding
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Figure 2. llustration of a context pixel

2. METHODOLOGY

As previously described, this proposed method is developed
by improving our proposed method [10], which extended [7,
8]. In the study [10], we take the average value of the bottom
and right pixels. It is to enhance the HS method [7], which is
done according to the direction of the pixel with the lowest
frequency. In the NS method [8], the shift is made in the

direction of prediction errors based on the most significant
value.

Differently, in this research, we arrange it based on the
direction of pixels or prediction error with either the smallest
frequency, the largest value, or the smallest value. The
remaining payload, pixels or prediction errors that may be
shifted and also the peak point value in the frame or prediction
errors are taken to consider the shift direction. The illustration
of this proposed process is given in Figure 3.

At the embedding stage, the video sample is processed to
get all pixel values of each frame. The prediction error is
searched for every two frames that are close to each other by
reducing the pixel of a frame by the corresponding pixel in its
subsequent frame (see Figure 4). Then, a histogram is created
for each frame beside the first frame and each prediction error,
where the shifting is performed. From each histogram, we
determine four peak points and six zero points by considering
the following factors:

e pi is the peak point one, the highest frequency in the
frame

e p is the peak point two, the highest frequency in the
prediction error

e psis the peak point three, the second highest frequency
in the frame

e p4is the peak point four, the second highest frequency
in the prediction error

e 7z is the zero point one, the lowest frequency in the
frame

e 72, is the zero point two, the lowest value in the frame

e z3is the zero point three, the highest value in the frame

e z;is the zero point four, the lowest frequency in the
prediction error

e z5 is the zero point five, the lowest value in the
prediction error

e zs is the zero point six, the highest value in the
prediction error

Next, some values are specified based on those definitions,
as in Egs. (1)-(8).

ps = max(py, p3) (1)
pe = min(py, p3) ()
p; = max(p;,Ps) (3)
pg = min(pz, pa) 4
_ (71, if 2 > ps
Z7 = {23, otherwise ®)
_ (71, if 21 < Ds
Z = {zz, otherwise (6)
_{Zza if z4 > py
% = {26, otherwise 7
_{Za if z4 < pg
%10 = {zs, otherwise ®)

It needs to get the value of the i payload to be inserted (¢;)
by finding the lowest value of the i peak point frequency (fp:)
and the remaining payload (») based on Eq. (9).

_ {min(fpl- + fpi_,, 1), ifi=30ri=4 9
€= min(fp;,r), otherwise ©)



The moving direction in the embedding is determined
based on the highest value obtained from Egs. (10)-(17). The
k™ histogram value (/) is determined by ¢ and the number of

pixels s;;) having a value between the i peak point (p;) and the
J™ zero point (z)).
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Figure 3. The flow of the embedding process
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Figure 4. Generating prediction error
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h, =2 (13) Some highest / are selected, which are peak and zero points.
T 504 If the selected 4 is either from A, A2, h3, or A7, the shifting is
performed in the frame; otherwise, in the prediction error.
hs = SGZ (14) Here, all numbers between the peak and zero points are shifted
2.5
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toward zero points. In case the value of selected /4 is either A7



or hg, we select the highest peak point to be the top peak point,
and the other is to be the bottom peak point. Next, all numbers
higher than the top peak point are shifted to the right, and those
less than the bottom peak point are to the left. According to the
value of the payload bit, the peak point is shifted to the zero
point; for either Eq. (16) or Eq. (17), the top peak point is
shifted to the right, and the bottom peak point to the left.

3. RESULTS AND DISCUSSION

For this experiment, fifteen videos taken from [20] are used
for evaluation, whose examples are provided in Figure 5. Each
video has 600 frames, sizing 176x144. They are to be
embedded using various payload sizes: 1, 10, 20, 30, 40, 50,
60, 70, 80, 90, and 100 kb. Furthermore, we compare the
performance of this proposed method to that of other existing
methods of Ahmad et al. [10], Ni et al. [7], Yeh et al. [8], and
Qu and Kim [9]. Similar to other research, PSNR is used to
evaluate the quality of the stego video.

The experimental results of the proposed method are
provided in Table 1, while others are in Tables 2, 3, 4, and 5,
which are HS [7], NS [8], PPVO [9] with 3 context pixels, and
PPVO [9] with 5 context pixels, respectively. We find that the
average of the obtained PSNR is 71.597 dB; the highest value,
91.82 dB, is obtained using Foreman after being embedded
using 1 kb payload and the lowest PSNR value, 62.84 dB, is
from Coastguard containing 100 kb. It is shown that along with
the increase in the payload size, the PSNR value decreases.
Some video covers have lower PSNR values even though they

are embedded by less payload size, such as Akiyo with 10 kb
and Silent with 1kb. It happens because when choosing the
direction of shifting, the value of the number of shifted pixels
is proportional to the number of peak points; at the same time,
the PSNR calculation is not comparable. In this method, the
most influencing factor on the quality of the stego video is the
number of shifted pixels, which have values between peak and
zero points. The closer the peak point to the zero point, the
better the quality of the stego video.

The experiment shows that HS [7] has lower PSNR. It is
because it shifts all values between the peak and zero points,
whose number is almost the same as the payload size to embed.
It is worth noting that the more payloads being embedded, the
more pixels are shifted because their value is between the peak
and zero points. On the other hand, the PSNR of NS [8] is
closer to that of the proposed method. Different from HS, NS
only shifts the prediction error whose value is higher than the
peak point in the respective prediction error. Because the
shifted prediction error values are higher than the peak point,
the quality of their stego video is less than that of the proposed
method.

PPVO [9] using both 3 and 15 context pixels has higher
PSNR values than HS [7] but still less than both NS [8] and
the proposed method. We find that the proposed method has
the highest average PSNR increase than the PPVO method,
specifically in Silent video. Here, there is an increase of 12%
from PPVO 3 context pixels, and 10% from PPVO 15 context
pixels. The proposed method is also better than our previous
research [10], considering that this study is developed by
refining some weaknesses in that research.

=
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-

sign_irene silent

Figure 5. Videos taken for the cover [20]

Table 1. PSNR values of the proposed method

PSNR Value (dB) from Various Payload Sizes (kb)

Video 1kb 10kb 20kb 30kb 40kb 50kb 60kb 70kb 80kb 90kb 100kb
Akiyo 7821 7029 7807 76.60 7540 7450 73.73 73.10 6895 71.93 7150
Bowing 8356 79.76 77.63 7623 7511 7426 7353 7293 7224 7174 7133
Carphone 7802 7453 7378 7095 7059 69.05 6881 67.84 67.75 67.56 66.94
Claire 7735 7610 7505 7422 7350 7201 71.60 7127 7097 7066 69.89
Coastguard ~ 75.40 7322 70.18 6835 6641 6560 6452 6433 6371 6322 6284
Container 80.75 7857 76.88 7568 7468 7391 7323 7174 7136 7096 70.61
Deadline 7869 7375 7311 6878 7038 7009 67.72 6866 6847 6825 66.19
Foreman 91.82 8166 7252 69.99 6970 68.18 66.99 66.85 66.72 6578 65.13
Galleon 7417 7404 7337 7117 7080 7047 7015 69.13 6892 6868 67.05
Grandma 7934 7762 7631 7534 7451 7380 72.63 7214 7171 7127 70.90
Mother_daughter 75.94 76.97 7575 7482 7400 73.35 6895 7167 7129 70.89 7056
Pamphlet 7579 7498 7414 7346 7184 7142 7102 70.67 7037 7003 69.37
Paris 7707 7333 69.61 70.38 70.06 68.63 6841 6824 6731 67.14 67.01
Sign_irene 7738 76.12 75.07 7424 7350 7147 71.07 70.72 7040 70.13 69.12
Silent 7250 7950 7748 76.12 75.03 7420 7348 69.71 7189 7143 71.05
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Table 2. PSNR values of the histogram shifting [7]

PSNR Value (dB) from Various Payload Sizes (kb)

Video 1kb 10kb 20kb 30kb 40kb 50kb 60kb 70kb 80kb 90kb  100kb
Akiyo 70.87 63.06 60.05 5854 5722 5622 5553 54.83 5432 5387 5338
Bowing 70.02 6395 6094 59.18 5793 57.18 5635 56.15 56.12 5577 5538
Carphone 80.61 62.04 5840 56.50 55.19 54.06 53.26 52.83 5228 S51.74 5127
Claire 70.48 6733 6553 6426 6328 61.85 6126 60.74 6028 5986 59.15
Coastguard 7477 66.67 63.64 62.16 60.95 59.89 59.17 5844 57.88 5745 57.08
Container 70.05 6225 59.62 57.99 56.61 5571 5471 5412 53.50 5295 5254
Deadline 78.75 63.52 6027 5836 5728 5628 5543 54.85 5422 5377 53.26
Foreman 69.99 61.52 5843 56.75 5549 54.66 5385 53.07 5249 5197 5147
Galleon 7433 6594 62.57 6042 59.17 58.04 57.14 5652 5589 5533 54.92
Grandma 70.14 6530 63.06 6159 60.50 59.62 5890 5827 57.73 5724 5661
Mother_daughter 7594 68.09 6525 63.68 62.72 61.78 60.86 60.19 59.63 5922 58.76
Pamphlet 69.96 62.17 60.36 5846 57.14 56.14 5547 5476 5426 5371 5322
Paris 77.12 6798 65.05 6348 6223 61.40 60.66 60.06 59.55 57.98 56.02
Sign_irene 70.04 63.97 61.53 5957 5822 5742 5655 56.00 5535 5492 5441
Silent 72.50 6148 57.84 5593 5476 5371 5291 5223 51.68 5130 50.85
Table 3. PSNR values of the neighboring similarity [8]
Video PSNR Value (dB) from Various Payload Sizes (kb)
1kb  10kb 20kb 30kb 40kb 50kb 60kb 70kb 80kb 90kb 100kb
Akiyo 82.40 7928 77.38 76.10 75.02 74.19 7346 72.87 72.08 7161 7123
Bowing 80.79 7839 76.74 7557 7459 73.83 73.16 72.61 71.10 70.71 7038
Carphone 71.40 71.04 70.69 6778 67.60 66.19 6486 64.77 63.86 63.78 63.04
Claire 7435 73.68 73.05 7251 7201 70.05 69.75 69.49 6926 69.00 68.78
Coastguard 71.57 7120 68.07 6630 6507 6498 6403 63.24 6259 6254 61.94
Container 7771 7649 7537 7449 73.71 73.08 7251 7035 70.08 69.77 69.51
Deadline 7134 7100 70.65 6842 6821 68.02 66.74 66.61 6648 6634 66.22
Foreman 7178 7140 71.02 6793 6775 6624 66.12 66.00 6470 6461 63.63
Galleon 7152 7120 70.84 6851 6831 6812 6793 6639 6627 6513 65.05
Grandma 75.68 7479 7400 7333 7272 7221 7095 70.61 7030 69.98 69.70
Mother_daughter  75.58 74.70 73.92 7327 72.67 72.16 7041 70.10 69.83 69.54 69.28
Pamphlet 7274 7226 71.80 7139 6991 69.64 6937 69.13 6891 68.67 68.12
Paris 7234 7190 68.66 6845 6825 66.72 66.58 6645 6536 6526 65.16
Sign_irene 7426 73.60 7298 7244 7194 69.52 6926 69.03 6881 6858 67.23
Silent 80.11 78.05 7651 7538 7445 7371 73.05 7147 71.12 70.73 70.40
80
75
% 70
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mPPVO [9] with 5 context pixels

PPVO [9] with 3 context pixels

Figure 6. Average PSNR values from various payload sizes

The average of the PSNR values taken by embedding
various videos is provided in Figure 6. In this graph, the
respective payload size is embedded in all covers. Overall, it
is shown that the proposed method has the best results,
followed by the NS [8]. On the other hand, HS [7] has the
lowest results, and the PPVO [9] is between them. It can be
inferred that the proposed method, in general, can work on
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both various covers and payload sizes. Therefore, it is more
applicable to use than the others.

Nevertheless, it is worth noting that in specific cases, the
others may be better than the proposed method. For example,
NS [8] is more suitable for embedding 1 kb data to either
Akiyo or Silent. It is predicted that those videos have different
characteristics from others.



Table 4. PSNR values of the PPVO [9] with 3 context pixel

PSNR Value (dB) from Various Payload Sizes (kb)

Video 1kb  10kb 20kb 30kb 40kb 50kb 60kb 70kb 80kb 90kb 100kb
Akiyo 73.54  73.05 7255 69.76 69.52 6928 67.74 67.60 6745 6637 66.27
Bowing 73.81 7340 7280 7229 69.79 69.52 6927 69.03 67.68 67.51 67.35
Carphone 7331 7277 7226 6953 6926 67.69 67.52 6642 6630 6544 65.34
Claire 7437 73.82 7335 7293 72.64 7023 70.01 6981 69.66 69.51 68.14
Coastguard 71.10 6793 6491 63.14 61.89 61.35 6048 59.75 59.13 58.59 58.33
Container 72.67 7231 71.84 69.07 68.84 6723 67.08 6594 6585 6495 64.88
Deadline 72.83 7235 6933 69.10 67.39 6724 66.06 65.14 6506 6430 64.23
Foreman 72.69 7224 6923 69.01 67.29 67.15 6596 6586 6495 6485 64.11
Galleon 7223 7193 6892 67.15 67.04 6582 6486 64.08 64.03 6337 62.80
Grandma 7321 7280 7246 69.61 6940 6923 67.64 6751 6742 6630 66.20
Mother_daughter 73.49 7298 7248 69.72 6947 6924 6772 6757 6742 6635 6624
Pamphlet 7223 7188 6885 68.64 6693 66.79 6561 6550 64.60 63.84 63.77
Paris 72.13  71.72 68.69 6693 65.67 6470 6390 6323 62.65 62.13 61.29
Sign_irene 7326 7273 7222 6957 6931 69.07 67.57 6742 6730 6622 66.10
Silent 72.08 71.68 68.67 6692 6566 64.69 6390 63.83 63.18 62.61 62.10
Table 5. PSNR values of the PPVO [9] with 5 context pixel

Video PSNR Value (dB) from Various Payload Sizes (kb)
1kb  10kb 20kb 30kb 40kb 50kb 60kb 70kb 80kb 90kb 100kb
Akiyo 7497 7435 73.68 7097 70.65 69.08 68.89 67.77 67.65 66.76 66.66
Bowing 7547 7489 7407 7339 71.05 70.70 70.37 6899 68.83 68.59 68.39
Carphone 7450 73.82 7083 7050 68.83 67.64 6747 6657 6645 6571 65.61
Claire 74.83 7424 7374 7332 73.06 70.64 7041 7021 70.11 68.71 68.57
Coastguard 7453 6947 6721 6519 64.19 63.07 6243 6165 61.18 60.58 60.21
Container 7472 74.16 71.11 7084 69.14 6896 67.80 67.67 6680 66.67 6595
Deadline 7530 7449 7152 6977 68.51 67.55 6739 6663 6599 6542 6492
Foreman 7525 7449 7145 69.65 6837 6820 6724 6645 6580 6568 65.12
Galleon 7445 74.04 7107 6933 68.07 67.10 67.02 6624 6560 6502 64.52
Grandma 7531 7471 7424 7144 71.18 7095 6941 6927 68.17 68.04 67.94
Mother_daughter 7546 74.68 73.98 71.35 7098 69.46 6923 69.02 68.00 67.81 67.01
Pamphlet 7429 7376 70.78 7046 68.79 67.60 6744 6654 6580 65.13 65.07
Paris 7492 7165 69.83 67.68 6625 65.64 64.69 6391 6355 6293 62.63
Sign_irene 74.67 7396 7341 7076 7041 6891 68.69 67.64 6747 6736 66.50
Silent 7444 71.14 6927 6796 6695 66.13 6545 6442 6396 63.52 63.13

4. CONCLUSIONS

This study has enhanced the performance of existing data
hiding methodologies. Drawing parallels to prior research,
certain pixels were grouped into blocks. However, diverging
from previous methods, specific directions for histogram
shifting were defined. Experimental results have demonstrated
that this proposed method generally augments the capacity for
concealing covert data.

Future iterations of this method could potentially further
improve stego quality or increase payload size. Such
enhancements might be achieved through the identification of
more suitable steps for determining the direction of histogram
shifting. Additionally, a comprehensive analysis of the
characteristics of the covers could elucidate which algorithms
are best suited for specific covers. These covers could be
categorized based on defined parameters, providing tailored
solutions.

While the proposed method may necessitate complex
calculations, potentially decelerating execution, it should be
noted that this could pose a problem where time is a primary
factor. Therefore, further refinement is still warranted to
mitigate this issue.
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