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The accurate prediction of demographic attributes of users, including age and gender, 

is a pivotal challenge in personalized search, ad targeting, and other related fields. This 

information enables companies to refine their target audience and enhance the overall 

user experience and quality of service (QoS). Among these, the Saudi 

Telecommunication Company (STC), a premier telecommunications provider in Saudi 

Arabia, Middle East, and Africa, recognizes the substantial role of age-prediction 

systems. This study, therefore, explores the application of machine learning (ML) 

techniques to predict user age, thus assisting in the delivery of age-appropriate ads and 

offers. We utilized a dataset provided by STC, comprising three million samples with 

key user and device features. Four ML algorithms were employed in this analysis: the 

Artificial Neural Network (ANN), Random Forest (RF), Gradient Boosting (GB), and 

Decision Tree (DT). These models were compared and evaluated based on their 

predictive performance. The ANN emerged as the optimal classifier, achieving an 

accuracy of 60%, comparable to similar studies conducted within the 

telecommunications industry. The implications of these findings suggest that ML 

techniques can effectively predict user information, thereby enabling service providers 

to tailor their offerings to the specific age demographics of their users. The findings 

from this study contribute to the broader understanding of user age prediction and its 

practical implications for telecommunications companies. Future research could extend 

this work by exploring other demographic prediction challenges and applying the ML 

approach to other sectors. 
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1. INTRODUCTION

In the present digital era, telecommunication companies 

play an instrumental role in ensuring smooth and efficient user 

experience. These companies have revolutionized information 

access, automated fundamental operations, and negated the 

necessity for centralized offices, thereby connecting 

businesses globally [1]. Among these, the Saudi 

Telecommunication Company (STC) emerges as a prominent 

player, providing a comprehensive range of services, including 

data, Internet, and telephone services [2]. 

Concurrently, the digital landscape provides innovative 

marketing and advertising avenues such as online advertising 

and social network marketing, which significantly contribute 

to business revenue generation and customer service 

expansion [3]. Consequently, marketers are continually 

seeking novel strategies to effectively reach their target 

audience. In the context of telecommunication services, 

understanding the age and preferences of users could be 

instrumental in delivering age-appropriate advertisements [4]. 

The primary objective of this study is to develop a system 

capable of determining the users' age. A substantial dataset 

provided by STC forms the foundation for this system, which, 

once operational, could enable STC to deliver age-specific 

advertisements, thereby optimizing their resources for the 

most relevant user group [5]. 

Artificial Intelligence (AI) and Machine Learning (ML) 

systems have become indispensable for businesses, with ML 

analyzing past behavior data and interpreting them using 

various algorithms [6]. ML enhances business operations and 

scalability, ensuring an excellent customer experience [7]. 

Specifically, telecommunication companies have begun 

incorporating ML and AI techniques to improve their services. 

These techniques enable the analysis of substantial customer 

data and aid in the development of superior user services. 

Further, ML facilitates reaching the appropriate user 
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demographic with tailored advertisements [8]. 

Several studies have employed ML models for age 

prediction with varying degrees of success. For instance, Abu 

Nada et al. [9] utilized a Convolutional Neural Network 

(CNN) to predict users' age and gender, achieving 82% 

accuracy for gender prediction and 57% for age prediction. 

Similarly, Hassan et al. [10] proposed a CNN model for age 

prediction from shoe prints, which recorded an impressive 

accuracy of 86.07% but a considerable error of 40.23% for the 

prediction of five-year-old individuals. Kim et al. [11] 

proposed two CNN models using ResNet-152 and DenseNet-

169 for age and gender prediction from paranasal sinus 

images, with the second model achieving a higher accuracy of 

77.6 ± 1.5% for age prediction. Nemati et al. [12] proposed an 

ensemble model using four ML algorithms for gender and age 

prediction, achieving an accuracy of 60% for age prediction 

and 83% for gender prediction. Asogwa and Anigbogu [13] 

developed a ML model for predicting author's age from text 

using the Naïve Bayes algorithm, attaining a prediction 

accuracy of 80%. 

These studies underscore the potential and challenges of 

employing ML techniques for age prediction, providing a 

foundation for this study's endeavor to develop an effective 

ML-based age prediction system for telecommunication users.  

This research is primarily focused on the application of 

Machine Learning (ML) algorithms for the prediction of users' 

age. The impetus for this study stems from the company's aim 

to enhance user experience by appropriately tailoring their 

services according to the user's age. The multinational 

population residing in the Kingdom of Saudi Arabia (KSA) 

provides a diverse demographic wherein age-specific service 

offerings could significantly improve the quality of service 

provided. Furthermore, literature research suggests that ML 

classifiers show promising results in similar age-prediction 

studies. 

Therefore, this study aims to employ and assess the 

performance of four ML classifiers: Gradient Boosting, Naïve 

Bayes, Multi-Layer Perceptron, and Logistic Regression. The 

ultimate goal is to identify the model that provides the highest 

accuracy using different performance metrics. By predicting 

user's age, the company could offer more personalized 

services to its users. 

The dataset provided for this study includes several key 

features and a large number of samples, which will assist in 

developing a robust ML model for predicting the users' age. 

The remainder of the paper is structured as follows: Section 

2 presents a review of related work. In Section 3, the 

preprocessing of the dataset is discussed. Section 4 details the 

materials and methods employed in the study. Sections 5, 6, 

and 7 outline the experimental setup, present the results and 

discussion, and compare this study with previous works, 

respectively. Finally, Section 8 concludes the paper. 

 

 

2. RELATED WORK 

  

In a study conducted by Abu Nada et al. [9], a Convolutional 

Neural Network (CNN) model was developed to predict user 

gender and age using a single image. The model linked birth 

information with the user's image for prediction. The dataset, 

comprising 430 students aged between 20 and 55, was used to 

train the model. The primary objective was to provide a 

double-check layer for entered data by comparing it with the 

user's image. The model was implemented using web services 

and evaluated with university students' images. Although the 

model achieved 82% accuracy in predicting gender, it 

struggled with age prediction, achieving only 57% accuracy, 

which remains a significant limitation. 

Conversely, Hassan et al. [10] proposed a deep learning 

model to predict human ages using shoeprints. The rationale 

behind using shoeprints for age prediction is the influence of 

environmental and physical changes on human gait patterns. 

The researchers created a dataset containing 100,000 

shoeprints from individuals aged between 7 and 80 years, 

which was fed into the model. The dataset was divided into 

three sets, with 47,591 used for training, 10% of the training 

set for validation, and 3,000 for testing. The researchers used 

a skip mechanism to combine multiple CNN models for age 

estimation. The model achieved 86.07% prediction accuracy. 

However, it had a high error rate of 40.23% when predicting 

the age of five-year-olds. 

Kim et al. [11] utilized Para-nasal sinus images to propose 

a deep learning model for predicting people's ages and gender. 

The ages were categorized into three intervals: 20-39, 40-59, 

and 60+ years. The dataset comprised 4,160 Para-nasal sinus 

X-ray images from 4,160 patients. The data was divided into 

training (80%), validation (10%), and test (10%) sets. Two 

CNN models were developed to predict people's ages and 

gender using special features from the X-ray images. The first 

model, adopting the ResNet-152 architecture, outperformed 

the second model in gender prediction, achieving 98.0% 

accuracy. The second model, based on the DenseNet-169 

architecture, surpassed the first model in age prediction, 

achieving an accuracy of 77.6±1.5%. 

Nemati et al. [12] proposed a machine learning model to 

predict age and gender based on text documents. The aim was 

to estimate multilingual profile attributes from the text. The 

dataset, divided into training (80%) and testing (20%) sets, 

consisted of gender and age data. The ages were grouped into 

three categories: 15-19, 20-24, and 25-xx. The researchers 

proposed an ensemble model comprising four machine 

learning models: Gradient Boosting Classifier, Multi-Layer 

Perceptron classifier, Multinomial Naive Bayes classifier, and 

Logistic Regression CV classifier. The model achieved 83% 

accuracy in gender prediction, 60% in age prediction, and 49% 

in predicting both. 

Asogwa et al. [13] proposed a machine learning model to 

estimate an author's age based on their written text. The 

objective was to understand political and social opinions of 

different age groups and assist marketers in promoting 

products tailored to these groups. The dataset, divided into 

training (90%) and testing (10%) sets, included 100 samples. 

The researchers proposed using Naïve Bayes to predict the 

author's age. The model, developed using Java language and 

Weka program, used topic-based, content-based, and style-

based features. The model achieved 80% accuracy in 

predicting the author's age based on their written text. 

Dash et al. [14] proposed a user behavior prediction 

approach based on a neuro-fuzzy approach. The dataset, 

collected on a proxy server, consisted of user machine, 

network, and web usage logs. The approach combined a fuzzy 

rule-based system (FRBS) [15-20] and Gaussian Radial basis 

Function Neural Network (GRBF-NN) [21-25] in the neuro-

fuzzy model, which showed promising prediction and 

classification accuracy. 

Summarizing the literature review, it becomes clear that 

machine learning has been extensively used in predicting user 

traits such as age, gender, and behavior. This is an emerging 
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research area in service industries aiming to improve their 

offerings. The current study, based in the Kingdom of Saudi 

Arabia, is the first of its kind, leveraging a rich and innovative 

dataset provided by STC [26-33]. 

 

 

3. DATA PRE-PROCESSING 

 

In this section, details about the dataset used are presented 

as well as some necessary pre-processing techniques that need 

to be applied to the data set. 

 

3.1 Data description 

 

Table 1. Features description 
 

Feature Description 

CAL_DTTable size  
Date of customer call, numerical data 

type. 

MODEL_NAME 
Name of the model (such as 150 Dual 

SIM), categorical data type. 

BRAND_FULL_NAM

E 

Full name of device brand (such as Nokia 

150 Dual SIM), categorical data type. 

BRAND_NAME 
Short name of device brand (such as 

Nokia), categorical data type. 

VENDOR_NAME 

The name of the company that supplied 

the device (such as Nokia), categorical 

data type. 

OS_NAME 
Operating system name (such as 

Android), categorical data type. 

DEVICE_TYPE 
Type of device (such as Smartphone or 

Mobile Phone), categorical data type. 

_2G_FLG 

The second-generation network from 

STC (such as is there or not), categorical 

data type. 

_3G_FLG 

The third-generation network from STC 

(such as is there or not), categorical data 

type. 

_4G_FLG 

The fourth-generation network from STC 

(such as is there or not), categorical data 

type. 

WIFI_FLG 
Wireless Fidelity (such as is it there or 

not), categorical data type. 

BLUETOOTH_FLG 
Bluetooth feature (such as is it there or 

no), categorical data type. 

TOUCH_SCREEN_F

LG 

Type of devise screen (such as is it touch 

or not), categorical data type. 

DUAL_SIM_FLG 

A feature that enables the customer to use 

two SIM cards in the device at the same 

time (such as is it touch or not), 

categorical data type. 

GENDER_TYPE_CD 
Gender of customer, categorical data 

type. 

NATIONALITY_CD 
Code of customer Nationality (such as 

SAU), categorical data type. 

NATIONALITY_NAE 
Name of customer (such as Saudi), 

categorical data type. 

SAUDI_NON_SAUDI 
Customer Nationality (such as yes or no), 

categorical data type. 

DEVICE_COUNT Number of devices, numerical data type. 

 

The study includes data obtained from STC, resulting from 

an initiative launched under "STC Open Data". The initiative 

aimed to prepare a technologically aware Saudi generation in 

line with Vision 2030 through supporting researchers, students, 

and universities interested in data science. The data used in this 

study describes the customers' use of uncommon handset 

devices. The period during which customers' data was 

collected for STC in Saudi Arabia ranged from 2018 until 

2020.The dataset contains over three million rows, 19 features, 

and one target class called "Age_B" and the possible labels 

within it are "<18", "18-25", "26-35", "36-55", and ">55" [34]. 

Table 1 shows a description of each feature: 
 

3.2 Pre-processing techniques 

 

Data quality is considered an essential factor for the success 

of building machine learning models, as the training phase 

needs reliable data free of annoying or duplicate values. Data 

pre-processing acts as a data purifier filter by applying several 

techniques, including data cleaning, features normalization, 

and extraction [35]. Table 2 enlists features with missing 

values. 

 

Table 2. Count of missing values 
 

Feature Missing Values 

CAL_DTTable size  0 
MODEL_NAME 0 

BRAND_FULL_NAME 1 
BRAND_NAME 1 

VENDOR_NAME 1 
OS_NAME 1 

DEVICE_TYPE 1 
_2G_FLG 1 
_3G_FLG 1 
_4G_FLG 1 
WIFI_FLG 30126 

BLUETOOTH_FLG 4898 
TOUCH_SCREEN_FLG 9601 

DUAL_SIM_FLG 4326 
GENDER_TYPE_CD 202327 
NATIONALITY_CD 202204 

NATIONALITY_NAE 202202 
SAUDI_NON_SAUDI 1 

DEVICE_COUNT 1 

 

3.2.1 Data cleaning 

Data cleaning is considered an essential step in 

preprocessing of machine learning as it deals with missing 

values and errors in the data set. There are two techniques for 

dealing with missing values, either by "imputing the missing 

values" or "Discarding the Missing Values". In this study, one 

of the types of discarding the missing values technique was 

applied, "List-wise deletion," which works to delete any row 

containing a missing value. All missing or unknown values 

within each column in the data set were removed except for 

the target class column data [36]. The rows containing 

unknown values within the target class were transferred to a 

new set for use in the testing and evaluation phase as a test set. 

The amount of dataset after the deletion process is 214,730 

rows. The table below shows the count of missing values for 

each feature in the dataset before processing. 

Dropping duplication samples. The data used is rows 

containing the data of customers subscribed to the telephone 

services provided by STC. Every time a customer made a new 

phone call through his device, this customer's data was stored 

in the dataset inside a new row. However, having multiple 

rows with the same data about one customer is redundant, so 

duplicated rows have been removed to ensure the quality of 

data and obtain high predictive accuracy. The number of 

records in the data set after deletion is 283,278. 
 

3.2.2 Data transformation 

Data transformation makes the data homogeneous, 

organized, and easy to analyze. Normalization and 
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discretization techniques used in this study [37]. 

Data normalization. Data normalization improves model 

performance in addition to making its predictive accuracy high. 

Data normalization is also known as min-max scale or min-

max normalization. Also, data normalization restructures the 

scaling range of the feature and makes it within the range [0, 

1] [38]. In this study, feature scaling was performed using data 

normalization on the only numeric feature present in the 

dataset called "DEVICE_COUNT" using the formula: 

 

𝑥′ =
𝑥−𝑚𝑖𝑛

(𝑥)max(𝑥)−min(𝑥)
  (1) 

 

In the equation, max(x) and min(x) represent the maximum 

and minimum values of the feature respectively [38]. 

Data Discretization. The process of converting continuous 

data into a set of small data periods. This technique is also 

called the "data reduction mechanism" because it converts a 

large dataset into categorical data [39]. This technique was 

applied to the target class by reducing the number of class 

labels from five to three. The data was classified among the 

three labels as follows: 

The data in ">18" is categorized for a label called "Young".  

The data in "<55" is categorized for a label called "Old".  

The rest of the data is categorized for a label called "Adult". 

Figure 1 and Figure 2 show the number of samples in each 

label in the target class before and after applying the 

discretization technique, respectively. As an outcome, it is 

apparent that before discretization, there are more buckets of 

the data in terms of age group while after discretization, data 

has been distributed to relatively a smaller number of age 

groups. Table 3 contains the selected features list. 

 

 
 

Figure 1. Target class distribution before discretization 

technique 

 

 
 

Figure 2. Target class distribution after discretization 

technique 

Table 3. Features after the feature selection 
 

Feature Description 

BRAND_NAME 
Short name of device brand (such as 

Nokia), categorical data type. 

VENDOR_NAME 

The name of the company that 

supplied the device (such as Nokia), 

categorical data type. 

OS_NAME 
Operating system name (such as 

Android), categorical data type. 

DEVICE_TYPE 
Type of device (such as Smartphone or 

Mobile Phone), categorical data type. 

_2G_FLG 

The second-generation network from 

STC (such as is there or not), 

categorical data type. 

_3G_FLG 

The second-generation network from 

STC (such as is there or not), 

categorical data type. 

_4G_FLG 

The second-generation network from 

STC (such as is there or not), 

categorical data type. 

WIFI_FLG 
Wireless Fidelity (such as is it there or 

not), categorical data type. 

BLUETOOTH_FLG 
Bluetooth feature (such as is it there or 

no), categorical data type. 

TOUCH_SCREEN_FL

G 

Type of devise screen (such as is it 

touch or not), categorical data type. 

DUAL_SIM_FLG 

A feature that enables the customer to 

use two SIM cards in the device at the 

same time (such as is it touch or not), 

categorical data type. 

GENDER_TYPE_CD 
Gender of customer Nationality (such 

as female), categorical data type. 

NATIONALITY_NAE 
Name of customer Nationality (such as 

Saudi), categorical data type. 

SAUDI_NON_SAUDI 
Customer Nationality (such as yes or 

no), categorical data type. 

DEVICE_COUNT 
Number of devices, numerical data 

type. 
 

3.2.3 Dimensionality reduction 

Dimensionality reduction is a technique implemented to 

improve the accuracy of classifiers [40]. In this study, feature 

selection was applied, which removes redundant features to 

reduce the dimensions of the data set by calculating the 

importance of each feature and its relationship to the target 

label and only retains the key features with high relation [41]. 

For the data set in this study, features that have recurring 

content and are like another feature content within the data set 

were excluded. For example, the feature content 

"NATIONALITY_CD" is considered an abbreviation for the 

feature content "NATIONALITY_NAME", so it is considered 

a redundant feature. The features that have been removed are 

"CAL_DT", "MODEL_NAME", "BRAND_FULL_NAME", 

and "NATIONALITY_CD". The number of features within 

the data set after the feature selection process has become 15, 

and the table shows all the remaining features. 
 

3.2.4 Labels binarizing 

Label Binarizer is a transformation method that takes 

categorical data as input and converts it into a Numpy array. It 

encodes the data into dummy variables that indicate whether a 

particular label exists or not [41]. This method was performed 

on all the features whose data type is categorical in the dataset 

to convert them into numeric data that ML algorithms can deal 

with them. 
 

3.2.5 Data balancing 

A balanced dataset is a set in which the data of each target 
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class has the same number of samples. The most popular 

techniques for balancing data are oversampling and under 

sampling [42]. A balancing method was used to make the 

number of samples in the data of each label in the target class 

equal to the number of samples in the "Adult" label (containing 

220210 samples), as this process is called the "oversampling 

technique". Figure 3and Figure 4 show the number of samples 

in each label in the target class before and after applying the 

balancing method. It is apparent that the data after balancing 

provides approximately equal number of samples in each class. 

That potentially can lead to a fairer model building where each 

class is equally contributing to the model.  

 
 

 
 

Figure 3. Target class distribution before balancing  

 

 
 

Figure 4. Target class distribution after balancing  

 

 

4. MATERIAL AND METHODS 

 

This section includes the experimental design, tools, and 

techniques used in this study. Also, it presents four models 

used in this study, which are: the Artificial Neural Network 

(ANN), Random Forest (RF), Gradient Boosting (GB) and 

Decision Tree (DT) model. The reason behind selecting these 

models is their effectiveness in the similar studies reviewed in 

the literature.  

 

4.1 Experimental design, tools, techniques  

 

This section discusses the design of the Users’ Age 

Prediction Using Machine Learning model. Also, it presents 

all the tools required for applying for the proposed study. 

Furthermore, it demonstrates all the techniques used for this 

study.  

 

4.1.1 Design  

Designing the Users’ Age Prediction Using Machine 

Learning model required several stages. The first stage is 

collecting the dataset. The second stage is having a 

background for this study. The third stage is reading and 

searching for related works and writing a literature review. 

Fourth is the preprocessing stage, where feature scaling, 

handling missing values, dimensionality reduction, and data 

balancing is completed. The fifth stage is the implantation of 

the models. In this study, four models were used: the Artificial 

Neural Network (ANN), Random Forest (RF), Gradient 

Boosting (GB) and Decision Tree (DT) model. Moreover, 

analyzing and comparing the results. Finally, the discussion 

and conclusion are completed. 

 

4.1.2 Tools 

This study was implemented using the Python programming 

language. Furthermore, this program was completed using the 

Jupyter tool and Google Collab tool. For hardware tools, this 

study was implemented using a Mac book laptop and a Dell 

laptop. In this study, four techniques were chosen for modeling: 

Artificial Neural Network (ANN), Random Forest (RF), 

Gradient Boosting (GB) and Decision Tree (DT) model.  

 

4.2 Experimental models  

 

This section includes the models used for Users’ Age 

Prediction Using Machine Learning model study. Four 

algorithms were applied, which are: the Artificial Neural 

Network (ANN), Random Forest (RF), Gradient Boosting 

(GB) and Decision Tree (DT) model. 

 

4.2.1 Artificial Neural Network  

An Artificial Neural Network is a machine learning model 

that simulates the human brain structure. The brain of the 

human consists of millions of neurons. These neurons send 

chemical and electrical signals to each other via the synapses. 

The Artificial Neural Network model contains three basic 

layers which are the input layer, hidden layer, and the output 

layer. The input layer is used to receive the raw data and the 

values of the explanatory for each observation. The hidden 

layer where the activity and the weight on the connection 

between the input and hidden layer. The output layer receives 

the connections from the previously hidden layers and returns 

an output value that corresponds to the prediction. 

Furthermore, this algorithm is useful for data classification and 

regression problems. Also, this algorithm works well in 

nonlinear and linear data [43].  

 

4.2.2 Random forest 

Random forest is a supervised machine learning algorithm 

that is used for regression and classification problems. This 

algorithm is based on the concept of ensemble learning, which 

means to solve a specific complex problem, combine multiple 

classifiers to increase the performance of the model. Moreover, 

the random forest model contains several decision trees on 

several subsets and provides the average of these decision trees 

to increase the performance and the accuracy of a certain 

dataset. Based on the majority votes of prediction from each 

decision tree, a random forest model predicts the output. Also, 

to prevent the problem of overfitting, the number of trees 

should be increased, a greater number of trees generates a 

higher accuracy. Figure # presents the working of the random 

forest algorithm. The random forest provides several 
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advantages such as it takes less training time and can predict 

the output with very high accuracy. Also, this algorithm can 

run in a very large dataset and provides very high accuracy. 

However, RF is not suitable for regression [44]. 

 

4.2.3 Gradient boosting  

Gradient boosting is one of the most popular supervised 

machine learning algorithms. This algorithm provides the 

ability to find any nonlinear relationship between your model 

targets. Also, it can deal with outliers, missing values, and high 

cardinality categorical values on instances without special 

treatment. Furthermore, the model of this algorithm is 

characterized by high efficiency because each tree inside it 

works to fix the errors of the tree that precedes it. Also, the 

model relies on the loss function for residual detection. For 

example, logarithmic loss (log loss) is used in classification 

and regression tasks [45]. 

 

4.2.4 Decision tree 

A decision tree algorithm is a supervised machine learning 

technique. This algorithm is used for both classification and 

regression but is preferred to solve the classification problems. 

DT is a tree-structured classifier, where the features are 

represented on the internal nodes, and the branches represent 

the decision rules and the outcome represented on the leaf. The 

decision node has several branches and is used to make the 

decisions. Leaf node represents the output of these decisions 

and doesn’t have any branches. Also, DT has many advantages 

such as it can mimic human thinking for making decisions. 

Furthermore, due to the tree-like structure, the logic of this 

model can be easily understood. Figure # shows the structure 

of the decision tree model [46]. 

 

 

5. EXPERIMENTAL ANALYSIS 

 

This section discusses the analysis and setup for each 

algorithm for age detection. Including the Artificial Neural 

Network (ANN), Random Forest (RF), Gradient Boosting 

(GB) and Decision Tree (DT) model. Also, it involves the 

optimization strategy. 

 

5.1 Experimental setup and analysis  

 

During the implementation of the experiments, Python 

programming language was used, and the code was run by the 

Google Collaboratory platform. The STC dataset contains 19 

features with a total of three million instances. Several 

preprocessing methods were applied to the dataset to build a 

high-performance model (discussed in detail in the 

preprocessing section). The STC dataset was divided into two 

sets (70% for the training set and 30% for the test set). The 

target prediction class is the Age feature. Also, four machine-

learning algorithms were used to predict the age which are 

Artificial Neural Network (ANN), Random Forest (RF), 

Gradient Boosting (GB), and Decision Tree (DT) algorithm 

(discussed in detail in the Experimental Models section). 

Moreover, the proposed models were trained on the training 

samples of the dataset then the testing samples were used to 

determine the performance of the models. Finally, the recall, 

f1-score, accuracy, confusion matrix, and precision were used 

as evaluation criteria of the models’ performance.  

 

5.2 Optimization strategy  

 

Optimization is very important to increase the performance 

of the model. Optimization plays a big role in machine 

learning models, where fitting processes the learning model on 

the training dataset. For optimization in the proposed study, 

we used three dense layers in ANN model. Also, we used the 

‘relu’ function with the number of 36,24, and 16 nodes for 

each layer respectively. Furthermore, the number of epochs 

was 60. Moreover, the hyperparameters are applied to the 

ANN model to increase its accuracy. Hyperparameters have 

several benefits and positive impacts on the model 

performance, including optimizer, losses, and metrics. The 

optimal hyperparameter values used are shown in Table 4: 

 

Table 4. Optimal hyperparameter values 

 
Hyper 

Parameter/Structure 
Value Range 

Optimizers  Adam  

Number of layers  Three layers 

Activation function  ‘relu' 

Epochs 60 

 

In Random Forest (RF) model we used n_estimators equal 

to 100 and the criterion was “gini” and the max depth is equal 

to None. Moreover, for the Gradient Boosting (GB) the loss 

is ’deviance’, and the learning rate is equal to 0.01 and the 

n_estimators is equal to 100. Also, for the Decision Tree (DT) 

algorithm the criterion was “gini”, the splitter was “best” and 

the max_depth was equal to None. 

 

5.3 Grid search  

 

Grid-searching is the simplest process used to scan the data 

to find the optimal parameters for each model. Grid-searching 

can be applied to different model types to find the best 

parameter for a given machine learning model. Grid-searching 

is very slow and complex and it's computationally expensive. 

Basically, the domain of the hyperparameters will be divided 

into a discrete grid, then we use the grid to try every 

combination of values and calculate using the cross-validation 

some performance matrices. In cross-validation, the point of 

the grid that increases the average value is the best 

combination of values for the hyperparameter. However, grid-

searching is a good method if you want to find the best 

combination of values for hyperparameters.  

 

5.4 Evaluation matrices  

 
The performance of the Artificial Neural Network (ANN), 

Random Forest (RF), Gradient Boosting (GB), and Decision 

Tree (DT) models was evaluated using the confusion matrix, 

the recall, f score, accuracy, and precision.  

 
5.4.1 Confusion matrix 

Confusion matrix can measure the performance of machine 

learning models. It compares the predicted values with the real 

values. Figure 5 presents a confusion matrix for a binary 

problem classification. Where the symbols TP, TN, FP, and 

FN indicates True Positive, False Positive, False Positive, and 

False Negative respectively [47-50]. 
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Figure 5. Confusion matrix for binary classification 

 

5.4.2 Accuracy 

Accuracy shows the percentage of the truly predicted 

samples among all the samples in the testing set.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (2) 

 

5.4.3 Recall  

Recall shows the percentage of the positive samples that 

were correctly predicted among all the real positive samples. 

  

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (3) 

 

5.4.4 Precision 

Precision presents the percentage of the truly predicted 

samples of the positive class among all the positive predictions.  

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (4) 

 

5.4.5 F score  

F-Score shows the average the truly predicted samples of 

the positive class (Precision) and the positive samples (Recall) 

that were correctly predicted. This measure used to evaluate 

the balance of model’s predictions among the two classes.  

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = (2 × Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)/
(Pr 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)  

(5) 

 

 

6. EXPERIMENTAL RESULTS 

 

This section discusses the results for the proposed model for 

users’ age detection. Four machine learning algorithms have 

been tested which are Artificial Neural Network (ANN), 

Random Forest (RF), Gradient Boosting (GB) and Decision 

Tree (DT) algorithm.  

After training and testing the algorithms the Artificial 

Neural Network (ANN) algorithm showed the highest 

accuracy. As we see from the results in table#, the proposed 

Artificial Neural Network (ANN) model showed an accuracy 

with a value of 60% for the classification of the Age target 

class to Adult, Old and, Young in the STC dataset. Also, table# 

presents the reached values for the precision, recall, f1-score, 

and support values for the prediction for each algorithm. 

Furthermore, the Random Forest (RF) model reached an 

accuracy of 51%, Gradient Boosting (GB) and Decision Tree 

(DT) algorithm reached 53%, 56% respectively. 

 

Table 5. Results for the proposed model 

 
Classifier Precision Recall F1-Score Accuracy 

ANN 0.61 0.60 0.57 0.60 

RF 0.52 0.52 0.51 0.52 

GB 0.53 0.53 0.52 0.53 

DT 0.53 0.53 0.52 0.56 

 

Also, to evaluate the performance of the algorithms, further 

analysis was implemented for each model. The precision, 

recall and f1-score was computed for each algorithm as 

presented in table#. Moreover, the confusion matrix was 

calculated for all the algorithms (discussed in the comparison 

section). 

The following Figure 6 shows the confusion matrix for 

ANN. From the confusion matrix we can see that the model 

ability on identifying the high corrosion is very good and this 

is what is needed to predict the age of the user. This result 

shows that the proposed model works well compared to the 

previous studies, so we believe that our work will make a 

worthwhile contribution to this area. 

 

 
 

Figure 6. Confusion matrix for ANN 

 

Figure 7 shows the accuracy and loss for training the 

Artificial Neural Network (ANN) model and validating the 

model using the STC dataset. These results show us that the 

process of learning using the STC dataset is working in a 

satisfactory form.

 

 
 

Figure 7. Accuracy & loss for training ANN 
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7. EXPERIMENTAL COMPARISON 

 

This section presents a comparison between the proposed 

models, Including Artificial Neural Network (ANN), Random 

Forest (RF), Gradient Boosting (GB) and Decision Tree (DT).  

 

7.1 Comparison between the proposed models 

 

Table 6 presents a comparison for the accuracy between the 

proposed models. Including Artificial Neural Network (ANN), 

Random Forest (RF), Gradient Boosting (GB) and Decision 

Tree (DT) algorithm.  

 

Table 6. Comparison for the accuracy among the proposed 

models 

 
Classifier Precision Recall F1-Score Accuracy 

ANN 61% 60% 57% 60% 

RF 52% 52% 51% 52% 

GB 53% 53% 52% 53% 

DT 53% 53% 52% 56% 

 

In this study, several machine learning algorithms were 

used to predict the users’ age. As a result of implanting these 

models the accuracy reached is presented in table #. Artificial 

Neural Network (ANN) reached an accuracy of 60% where the 

Random Forest (RF) model reached 53%. Also, 53% of 

accuracy for implanting the Gradient Boosting (GB) and 56% 

for the Decision Tree model (DT). The highest value of 

accuracy is 60% for implementing the Artificial Neural 

Network model (ANN). ANN implemented with Adam 

optimizer and used three hidden layers and with the value of 

60 epochs. Artificial Neural Network model (ANN) achieved 

good accuracy compared with other models’ results.  

 

7.2 Comparison with the benchmark studies 

 

This section presents a comparison of the proposed model 

with the benchmark studies. Table 7 shows comparison 

between the results of the proposed model and other studies. 

In this study, ANN, RF, GB, and DT model were used to 

predict the users’ age. The STC dataset was used to train the 

model consisting of three million rows divided into three 

classes which are young, adult, and old features. The number 

of samples in the dataset in each class is young contains 

220210 samples after oversampling.  

 

Table 7. Comparison of the proposed model with benchmark 

studies 

 

Study 
Number of 

Instances  
Technique Accuracy  

Age and 

gender 

prediction 

using CNN [9] 

430 instances  CNN 57% 

Gender and 

age prediction 

[12] 

280 samples  

GB, MLP, 

multinomial 

Naive Bayes, 

Logistic 

Regression CV  

60% 

Proposed 

model 

3 million 

rows 

ANN, RF, DT 

and GB 
60% 

 

In this section, we compared the proposed model with the 

previous benchmark studies. The benchmark studies in table# 

compared with this study were used to predict the users’ age. 

The first study [9], authors used a CNN model to estimate the 

users’ age and detect their gender by linking the entered birth 

information with the users' image. This study reached 57% for 

accuracy which is lower than the proposed model. So, our 

proposed model showed a better accuracy performance than 

this study. Furthermore, the study in [12] used the dataset of 

280 samples. Also, this study used the Gradient Boosting 

Classifier, Multi-Layer Perceptron classifier, multinomial 

Naive Bayes classifier, and Logistic Regression CV classifier 

to predict the age and the gender. The study resulted in the 

highest accuracy of 60%, which is like the proposed model. 

 

 

8. DISCUSSIONS 

 

Nowadays, cellphones became a part of our lives. As there 

are one of the most important methods of communication and 

contacting people in different geographic areas. This spread of 

cellphones between people can be used in new ways to get 

useful information about people and use it in other fields. One 

of these information is predicted in this study which is the age 

group of the cellphone user. Person’s age plays an important 

role in understanding and predicting that person’s behavior 

and needs, and can be used in providing targeted services, 

advertisements, and offers. The remaining part of this section 

contains a detailed discussion about the information of the 

users of uncommon devices in Saudi Arabia. Figure 8 below 

shows the distribution of users according to their age group.  

As shown in Figure 8, most of the users of uncommon 

devices are adults between (18-55) years. In the meantime, the 

old users are one fourth the number of the adult users. But 

when comparing the ratio of old users to the number of old 

people who using cellphone in the community with the ratio 

of the adult users, we notice that old people are more likely to 

use uncommon devices than other adults. Moreover, the young 

users who are less than 18 years are less likely to use 

uncommon devices. The second important piece of 

information about users is their gender. Figure 9 shows gender 

distribution among the age groups of the users.  

 

 
 

Figure 8. Age distribution 

 

As shown in Figure 9, most of the users among all the age 

groups are males. In the case of adult users, it is shown that the 

number of male users is almost three times the number of the 

female users. While in the other two groups, the male users are 

almost twice the number of the female users. To get more 

detailed discussion, Figure 10 shows the nationality 

distribution among the age groups. 
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Figure 9. Gender distribution among age groups 

 

From Figure 10, most of the users are non-Saudi users in all 

the age groups. In the adult group, the difference between the 

number of non-Saudi and the Saudi users is very large, 

approximately between each ten adult users only one of them 

is Saudi. By combining the knowledge extracted from the 

nationality and gender previously, if the user is male and non-

Saudi the highest probability is to be adult and the lowest 

probability to be young user. Now, let’s discuss the 

information about the device and it is relation with its user. 

Figure 11 shows the distribution of the device type among the 

age groups. 

 

 
 

Figure 10. Nationality distribution among age groups 

 

 
 

Figure 11. Device type distribution among age groups 

 

Per Figure 11, most of the adult users are using smartphones 

which is the normal case. While the old users are using the old 

mobile phone more than the smart phone, these results make 

sense as many people face problems in adapting and learning 

to use smartphone, so they prefer old mobile phones. In the 

meantime, the distributions of smart and mobile phone users 

among young users are almost equal. Per the knowledge 

extracted from the figure above, if the user has an old mobile 

phone, there is a high probability of being an old user. Figure 

12 shows the OS distribution among the age groups.  

 

 
 

Figure 12. OS distribution among age groups 

 

As shown in Figure 12 above, most of the adult users are 

preferring to use devices that work with Android operating 

system. This is normal as Android is the most popular OS 

among other OSs in this data. Even though Android is very 

popular, old users prefer to use Proprietary OS than Android 

OS. After discussing all the distributions in the figures above 

and extracting the available knowledge. We can conclude that, 

most of the uncommon devices’ users are adults, males, non-

Saudis, and Android users. In addition, the use of uncommon 

devices is more preferred for old users, and they prefer to use 

old mobile phones instead of smartphones. Lastly, young 

people are rare users of the uncommon devices in the 

community. 

 

 

9. CONCLUSIONS 

 

In this study, machine learning was used to predict the users' 

age based on their smartphone type. These predictions are 

useful in identifying offers and advertisements suitable for 

each age group. A real and rich dataset was obtained from the 

STC. We were able to predict the user's age based on their 

dataset. The preprocessing of the dataset was deliberate and 

involved the completion of several tasks, such as clearing up 

missing values, discretizing the data, and balancing it. Four 

major prediction algorithms were adequately implemented in 

this study, including the ANN, RF, GB, and DT algorithms. 

The experiments result of our proposed models indicates that 

ANN proved to be the most accurate among all algorithms. 

Where the detailed analysis of the STC dataset achieves an 

accuracy rate of 60%. Therefore, we can conclude that ANNs 

can predict users' ages well. This technique can be employed 

in Saudi Arabia to predict users' age based on their smartphone 

type. Although, the obtained results were in line with previous 

studies. However, we aim to improve the proposed model in 

the future and increase its accuracy by using different 

techniques and models such as ensemble learning, transfer 

learning and deep learning [51, 52]. Because there is a big 

room for improvement in terms of evaluation metrics which is 

a major limitation of the study. 
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