Hybrid Algorithm of Backpropagation and Relevance Vector Machine with Radial Basis Function Kernel for Hydro-Climatological Data Prediction
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ABSTRACT

Hydro-climatological data serves a pivotal role in monitoring climatic alterations and facilitating agricultural planning, inclusive of evapotranspiration estimation, water management, and crop pattern design. The necessity to accurately and expeditiously model and forecast this data underscores the need for effective methodologies. This paper introduces a hybrid algorithm, integrating backpropagation and relevance vector machine (BP-RVM) with a radial basis function (RBF) kernel. A comparative analysis was conducted between RBF and Logsig activation functions in conjunction with resilient backpropagation (trainrp) and Levenberg-Marquardt backpropagation (trainlm). The algorithm was employed to predict and categorize rainfall, temperature, wind speed, humidity, and sunshine duration data. Through extensive trials, the architecture parameters in the training-testing process of the BP-RVM algorithm were meticulously determined. Mean squared error (MSE) and mean absolute percentage error (MAPE) values were classified as indicating high forecast accuracy (<10%). Despite the RBF-trainlm kernel function combination exhibiting a faster epoch completion rate, the BP-RVM algorithm with the RBF-trainrp kernel function combination is recommended for future data prediction stages due to its lower error generation. The BP-RVM-RBF-trainrp algorithm outperformed BP-RVM-RBF-trainlm, with an average error difference of 1.39% in the training process and 2.28% in the testing process. The identified algorithms and architectures present potential for future applications in evapotranspiration calculation and crop pattern planning based on hydro-climatological data.

1. INTRODUCTION

Prediction methodologies are crucial in systematically estimating future occurrences based on historical and current data, thereby minimizing errors, or deviations between actual events and predicted outcomes [1]. Optimal prediction doesn’t necessitate pinpointing the precise future event, but rather, it aims to provide the closest possible approximation [1]. As such, the selection of optimal modeling and computational methods is integral for creating a mathematical model capable of accurately studying and approximating true data [2].

Hydroclimatological data, encompassing rainfall, humidity, temperature, wind speed, and sunshine duration, serve as critical parameters in weather change monitoring and climate classification [3]. These data are particularly pertinent in agricultural planning, affecting cropping patterns [4-7]. Accurate prediction of these data necessitates the use of suitable methods, such as artificial neural networks (ANN), which are capable of processing multiple data inputs [8].

Among the various types of ANN, including perceptron and multilayer perceptron (MLP), backpropagation ANN possesses a more comprehensive architecture with the inclusion of more than one hidden layer [9]. This type allows for the processing of more data with an m×n matrix size and employs accuracy parameters like learning rate and momentum to expedite data training and testing [10]. ANNs have been extensively utilized in the prediction of time-series data [11, 12].

Irawan et al. [13] developed a computing system based on MATLAB GUI for predicting hydroclimatological data using backpropagation. This system was designed to determine irrigation water requirements and optimize profit in crop rotation planning in Lombok, Indonesia. However, the system’s prediction and optimization methods were separate, limiting its ability to perform calculations swiftly and accurately.

Sachindra et al. [14] conducted a comparative study of climate change prediction and analysis through 48 observation stations in Australia using genetic programming (GP), ANN, support vector machine (SVM), and relevance vector machine (RVM) methodologies. The results favored RVM with a Polynomial kernel, attributable to its probabilistic prediction process that enhances classification accuracy [15]. RVM can generate models with structures and parameterizations that align with the data’s informational content [16] and can make predictions utilizing varied kernel functions, such as radial
basis functions [17].

Furthermore, radial basis networks might necessitate more neurons than standard feedforward backpropagation networks but can often be designed in a fraction of the time [18]. This finding aligns with the research of Song et al. [19], which demonstrated that radial basis function neural networks (RBFNN) can outperform algorithms such as adaptive backpropagation (ABP), Levenberg-Marquardt (LM), and Quasi-Newton (QN), achieving a Kappa coefficient value of 0.943. Nitze et al. [20] also showed that SVM with a radial basis function kernel outperformed ANN and random forest (RF) algorithms in plant species classification, achieving an accuracy rate of 95%. Lastly, Ghorbani et al. [21] reported RBFNN superiority over SVM for river flow prediction.

Despite the significant strides made in climate prediction, pattern recognition, and classification, the combination of the backpropagation (BP) algorithm and relevance vector machine (RVM) to enhance computational systems has yet to be thoroughly explored. BP has been implemented in time series forecasting using existing training and activation functions with two hidden layers. Conversely, the RVM algorithm, trained solely with the radial basis function (RBF) kernel, lacks any hidden layers. As such, the amalgamation of these two algorithms could have noteworthy implications for architectural construction, introducing an array of training functions.

The use of the RBF as the kernel function in RVM also warrants exploration as an activation function in the backpropagation network. This research aims to assess the utility of the RBF function as an activation function in comparison to the commonly used logsig function in BP. To this end, the authors have integrated the backpropagation and relevance vector machine (BP-RVM) algorithm, juxtaposing two activation functions—RBF and logsig. Additionally, the resilient backpropagation (trainrp) and Levenberg-Marquardt backpropagation (trainlm) training functions were also simulated to discern the most effective architecture during the data training-testing process.

The evaluation of architectural accuracy will hinge on the number of epochs or iterations, as well as the Mean Squared Error (MSE), and Mean Absolute Percentage Error (MAPE) values generated during the training and testing process. This accuracy indicator is crucial in selecting the superior architecture. The proposed algorithm combination was designed with a five-layered network architecture, comprising an input layer, three hidden layers, and an output layer, to ascertain the efficacy of multiple layers during the data training and testing process.

Subsequently, the BP-RVM algorithm with the optimal combination of training function and activation function will be employed to forecast rainfall, temperature, humidity, wind speed, and sunshine duration data. The forecast results of each data set will be analyzed to discern patterns and classifications, offering insights into ongoing climate change. This research is poised to introduce a novel concept in the prediction and classification of hydroclimatological data, providing an initial foundation for planning future cropping patterns.

2. THEORETICAL BACKGROUND

2.1 Neural network backpropagation

Machine learning is an application of artificial intelligence (AI) or artificial neural network (ANN) disciplines that use statistical techniques to generate a mathematical model from a set of data through a structured computing system to learn to recognize data patterns [22]. One of the machine learning algorithms is backpropagation (BP) neural network. Backpropagation is a supervised learning algorithm and is usually used by perceptrons with many layers to change the weights connected to the neurons in the hidden layer [23]. Therefore, data prediction $y_t$ can be determined by formula:

$$y(x) = f(\sum_{j=1}^{m} w_{ij} \cdot f(v_{ij}) + \sum_{j=1}^{m} v_{0j} \cdot x_{j})$$

where, $x_1, x_2, ..., x_n$ are an input layer determined by the amount of input data, $y_1, y_2, ..., y_m$ are an output layer, $z_1, z_2, ..., z_p$ are hidden layers of multi-layer nature, $v_0$ is the initial weight matrix on the hidden layer that initializes randomly between 0 and 1, $w_{ij}$ is the initial weight matrix on the output layer, while $f(.)$ is an activation function that converts input data into external data between layers in intervals of -1 and 1, depending on the activation function given at each layer [24].

Backpropagation architecture uses activation functions and training functions to improve the performance of the constructed network. Logsig sigmoid activation functions perform better than tansg and purelin [25]. These results were obtained when performing 27 combinations of logsig, tansg, and purelin functions with two hidden layers. Based on the results of the training data, it was found that using the logsig function in each hidden layer gave the highest performance compared to random combinations. Meanwhile, the commonly used training functions with good accuracy are resilient backpropagation [26], and Levenberg-Marquardt backpropagation [27-32]. The results of these studies concluded that the trainlm function was able to generate fewer epochs than the trainrp function, but had a negative impact on the network error value during the data training process. In accordance with these theories and research results, we utilized a backpropagation architecture with three hidden layers and a logsig activation function. Furthermore, this function was combined with the training functions trainrp and trainlm to determine the accuracy of each function. We did not train the data using other combinations of functions that exist in the theory of the backpropagation algorithm.

2.2 Relevance vector machine

Michael E. Tipping was the first person to introduce Relevance Vector Machine (RVM) [33]. RVM is a machine learning method adapted from the Bayesian Framework. In addition, RVM has similarities with Support Vector Machine (SVM) in terms of function model. Like SVM, RVM was developed for binary analysis [15]. Another opinion stated that RVM is a probabilistic non-linear model with a prior distribution of weights that maintains sparsity [34]. On regression problems, RVM makes predictions based on functions [35]. RVM has been widely used in the field of prediction and classification [16, 36-43]. The RVM formula to determine prediction results is shown by Eq. (2) as follows:

$$y(x) = \sum_{i=1}^{p} v_i f(x_i) + v_0$$
with \( x_i \) as input data, \( v_0 \) as bias matrix, \( v_i \) as weight matrix, \( f(.) \) as kernel function, and \( n \) as amount of data [44]. There are three Kernel functions used in the simulation of RVM method, namely polynomial function, binary sigmoid function (logsig), and radial basis function (RBF) [45, 46]. However, the most commonly used functions are logsig as shown by Eq. (3) and RBF as shown by Eq. (4):

\[
y(x) = \frac{1}{1 + e^{-x}} \\
y(x) = \exp\left(-\frac{\|x - c\|^2}{2 \cdot \sigma^2}\right)
\]

Radial basis function (RBF) has been widely used as a kernel function. Swati et al. [47] utilized RBF on extreme learning machine (ELM) algorithm for classification of microarray data with 82.47% accuracy. Liu et al. [38] while experimenting with the value of \( \gamma \) as a free parameter for the kernel function \( [38, 51] \), \( c_i \) as the center of RBF. Razaque et al. [52] defines \( c_i \) values as the mean of the input data \( x_i \). In addition, Razaque et al. [52] also formulated the Euclidean distance between each class and input matrix computationally according to Eq. (6):

\[
D = \|x_i - c_i\| = x_i^T c_i - \frac{1}{2} c_i^T c_i
\]

Thus, the RVM formula with RBF kernel function for data prediction was obtained as shown by Eq. (7).

\[
y(x) = \sum_{i=1}^{n} v_i \cdot \exp(-\gamma \cdot D) + v_0
\]

3. RESEARCH METHOD

3.1 Dataset

The authors utilized secondary data in the case study sourced from the Kediri station of West Lombok district, Indonesia at a latitude of 08°38’-11.0” S and a longitude of 116°-10’-13.8” E. The data has been obtained and validated by a team of analysts from the West Lombok Meteorology, Geophysics and Climatology Agency. The data was obtained from field observation data through hydro-climatological data recording tools. Data is tabulated by year and month. The data were collected every 10 days, so there were 36 inputs in a year. The data were divided into 80% for data training and 20% for data testing, so the training data were taken from 2012 to 2019, while the testing data were collected from 2020 to 2021. The training and testing prediction input matrices are as follows.

\[
\begin{bmatrix}
x_1 & x_2 & x_3 & x_4 & x_5 & x_6 & x_7 & x_8 & x_9 & x_{10} & x_{11} & x_{12} & \cdots & x_{36} \\
x_2 & x_3 & x_4 & x_5 & x_6 & x_7 & x_8 & x_9 & x_{10} & x_{11} & x_{12} & x_{13} & \cdots & x_{37} \\
x_3 & x_4 & x_5 & x_6 & x_7 & x_8 & x_9 & x_{10} & x_{11} & x_{12} & x_{13} & x_{14} & \cdots & x_{38} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_{252} & x_{253} & x_{254} & x_{255} & x_{256} & x_{257} & x_{258} & x_{259} & x_{260} & x_{261} & x_{262} & x_{263} & \cdots & x_{287} \\
\end{bmatrix}
\]

From the training data matrix arrangement, it is known that the input data are \( x_1, x_2, x_3, x_4, x_5, x_6, x_7, \ldots, x_{261}, x_{287} \), while the target data \( T \) are \( x_{337}, x_{338}, x_{339}, x_{340}, x_{341}, \ldots, x_{388} \), with data \( x_1, x_2, \ldots, x_{388} \) being actual data from 2012 to 2019. Furthermore, the testing data matrix arrangement is as follows.

\[
\begin{bmatrix}
x_{289} & x_{290} & x_{291} & x_{292} & x_{293} & x_{294} & x_{295} & x_{296} & x_{297} & x_{298} & x_{299} & x_{300} & \cdots & x_{324} \\
x_{300} & x_{301} & x_{302} & x_{303} & x_{304} & x_{305} & \cdots & x_{325} \\
x_{291} & x_{292} & x_{293} & x_{294} & x_{295} & x_{296} & x_{297} & x_{298} & x_{299} & x_{300} & x_{301} & x_{302} & \cdots & x_{326} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_{324} & x_{325} & x_{326} & x_{327} & x_{328} & x_{329} & x_{330} & x_{331} & x_{332} & x_{333} & x_{334} & x_{335} & \cdots & x_{359} \\
\end{bmatrix}
\]
From the testing data matrix arrangement, it is known that the input data are $x_{289}, x_{290}, x_{291}, ..., x_{360}$, while the target data $(T)$ are $x_{325}, x_{326}, x_{327}, ..., x_{360}$, with data $x_{289}, x_{290}, x_{291}, ..., x_{360}$ being actual data from 2020 to 2021. The training and testing process was used to find the best architecture with the combination of learning rate, momentum, activation function, and the appropriate training function that has the highest accuracy. Furthermore, this architecture was used for 2022 data prediction in the data prediction stage that utilized data collected for 10 years from 2012 to 2021.

3.2 Research procedure

Generally, the authors tried to combine BP and RVM algorithms with trainrp, trainlm, and RBF kernel functions. However, during the training and testing process, simulations were also carried out using the logsig training function and trainrp activation function to compare the accuracy of the constructed architecture. The training, testing, and prediction process used the Matlab graphical user interface (GUI). The diagram of the data training and testing process is shown in Figure 1.

Figure 1 compares that the experiments in this research are divided into three algorithm combinations including BP, BP-RVM, and BP-RVM-RBF. In the initial stage, we divided the data into two parts, namely training data (80%) and testing data (20%). Furthermore, the architecture used is three hidden layers with a formation of 36-73-37-19-1. This architecture is based on the results of research Syaharuddin et al. [53] when comparing seven formulas recommended by other researchers. The training and testing data used showed the results that in determining the number of neurons on the hidden-1 layer, it was more appropriate to use the Hecht-Nelson formula.

In the initial stage, we divided the data into two parts, namely training data (80%) and testing data (20%). Furthermore, the architecture used three hidden layers with 36-73-37-19-1 formation. This architecture was based on the results of research conducted by Syaharuddin et al. [53] that compared seven formulas recommended by other researchers. The training and testing results showed that in determining the number of neurons on the first hidden layer, it was more appropriate to use the Hecht-Nelson formula $(N_y=2 \cdot N_x+1)$ whereas the Lawrence & Fredricson formula $(N_y=0.5 \cdot (N_z_1+N_z))$ was more suitable to be used on the second and third hidden layer. Thus, Syaharuddin et al. [24] recommended the following formula for the three hidden layers:

$$y(x)=f_O\left[w_{b_0}+\sum_{j=1}^{w_{b_k} \cdot f_{H_1}}[w_{a_{ij}}+\sum_{q=1}^{w_{a_q} \cdot f_{H_2}}[w_{o_j}+\sum_{q=1}^{v_q \cdot f_{H_3}}]\right]\right.$$  

(8)

with $v_q$ as the weight on the first hidden layer, $w_{b_k}$ as the weight on the second hidden layer, $w_{a_{ij}}$ as the weight on the third hidden layer, $w_{b_k}$ as the weight on the output layer, $f_{H_1}(.)$ as the activation function and purelin function on the output layer, RVM, and BP-RVM-RBF. In the initial stage, we divided the data into two parts, namely training data (80%) and testing data (20%). Furthermore, the architecture used is three hidden layers with a formation of 36-73-37-19-1. This architecture is based on the results of research Syaharuddin et al. [53] when comparing seven formulas recommended by other researchers. The training and testing data used showed the results that in determining the number of neurons on the hidden-1 layer, it was more appropriate to use the Hecht-Nelson formula.
would be compared with logsig, while the training function used trainrp and trainlm. The architecture training parameters included a goal of 0.001, a learning rate of 0.1, a momentum of 0.9, and other parameters in default position [54]. Finally, data normalization and de-normalization techniques utilized the Z-score formula according to Eq. (9):

\[
Z = \frac{x_i - \bar{x}_i}{\sigma_i}
\]  

(9)

with \(x_i\) representing input data, \(\bar{x}_i\) representing the mean of data, and \(\sigma\) representing the standard deviation of data. Furthermore, the formula for de-normalization is \(x_i = \sigma \cdot Z + \bar{x}_i\), with \(x_i = Z\). This normalization technique is also supported by the research results of Abbishek et al. [55] on rainfall data prediction and Ogasawara et al. [56] on an experiment with non-stationary time series data approaches. The research results of Khond [57] and Nayak et al. [58] also proved that the Z-score normalization technique is better than min-max, decimal scaling, median, median-MAD, sigmoid, and tanh estimators. Finally, the output of the training process included prediction data, accuracy parameters (MSE & MAPE), graphical approximation of actual data and prediction data, and classification data according to predetermined conditions.

3.3 Classification of hydro-climatological data

The data used in this study were hydro-climatological data, including rainfall (mm), temperature (°C), wind speed (knoots), humidity (%), and sunshine duration (%). The provisions for the classification of hydro-climatological data used the following theories:

a. Rainfall intensity characterizes climate change in an area. According to Wijaya et al. [59], if the method of Oldeman and Suardi [60] is utilized, climate can be classified by the intensity of rain or the nature of rain, namely wet months (WM) if the rainfall is >200 mm, humid months (HM) if rainfall is 100-200 mm, and dry months (DM) if the rainfall is <100 mm. Climate types can be seen by comparing the total number of DM and WM including. There are five types, namely A (10-12 WM), B (7-9 WM), C (5-6 WM), D (3-4 WM), and E (0-2 WM) [61].

b. Temperature classification based on the theory of Junghuhn [62] consists of cold regions (<11.1°C), cool regions (11.1°C-17.1°C), temperate regions (17.1°C-22°C), tropical regions (22°C-26.3°C), and hot regions (>26.3°C) [63, 64].

c. The classification of wind speed according to the Beaufort scale (1805) is divided into 8 types. However, taking into account the development of wind speed in the territory of Indonesia, the most common wind speed in the region is on the fourth scale, which is around 7 knots or 3.3-5.4 m/s (gentle breeze), characterized by the condition of leaves and twigs rippling [65]. Other classifications are calm (<1.5 m/s), light breeze (1.5-3.3 m/s), moderate breeze (5.4-10.7 m/s), strong breeze (10.7-13.8 m/s), near gale (13.8-17.1), strong gale (17.1-24.4), and hurricane (>24.4) [66, 67].

d. Humidity (%) is divided into three classifications, namely dry (<45%), ideal (45%-65%), and humid (>65%) [68, 69].

e. The classification of sunshine duration (%) was based on observations of four seasons, namely DJF (December, January, February), MAM (March, April, May), JJA (June, July, August), and SON (September, October, November). Observations were made in these months based on the length of sunshine for 12 hours [70, 71].

3.4 Architectural accuracy test

The number of epochs generated, Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE) were used in testing the accuracy of the developed network architecture. The MAPE category used the scale developed by [72]. A MAPE value of <10% indicates high accurate forecasting, 10% ≤ MAPE <20% indicates good forecasting, 20% ≤ MAPE <50% indicates reasonable forecasting, and 50% ≥ MAPE indicates inaccurate forecasting [73, 74]. The MSE and MAPE formulas are shown by Eq. (10) and Eq. (11):

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (A_i - F_i)^2
\]  

(10)

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right| \times 100\%
\]  

(11)

with \(A_i\) representing the actual data, \(F_i\) representing the forecast data, and \(n\) representing the amount of data. In the data training and testing stages, the number of epochs, MSE and MAPE generated in each simulation were tabulated to facilitate the interpretation process. These parameters were used to find the best architecture for the prediction stage. The number of epochs was used to measure the duration of the training process by the architecture, the MSE value was utilized to check the average error of the architecture in recognizing actual data, while MAPE was used to classify whether the forecasting output was acceptable or rejected.

4. RESULT AND DISCUSSION

4.1 Formula of backpropagation-relevance vector machine

The difference between backpropagation and relevance vector machine is that the data process is operated by an activation function or kernel function. The kernel function used in this research was radial basis function. In backpropagation, each data \(x_i\) had to be multiplied by the \(v_i\) weight before being operated by the activation function (kernel). Meanwhile, in RVM, the \(x_i\) data was substituted into the kernel function before being multiplied by the \(v_i\) weight. Thus, if we refer to Eq. (8), the obtained BP-RVM formula for data prediction is as shown by Eq. (12):

\[
y(x) = f_O \left[ w_{b0k} + \sum_{r=1}^{q} w_{brk} \cdot f_{H3} \left( w_{a0r} + \sum_{q=1}^{p} w_{aqr} \cdot f_{H2} \left( w_{0iq} + \sum_{j=1}^{n} w_{ijq} \cdot f_{H1} \left( v_{0ij} + \sum_{i=1}^{q} v_{ij} \cdot f_i(x) \right) \right) \right) \right]
\]  

(12)
Eq. (12) shows that the $x_i$ data before being input to the network must be substituted into Eq. (4), namely the RBF kernel function, so the data in the input layer is $f(x_i)$. In this study, a combination of RBF and logsig activation functions was utilized. The first hidden layer used RBF, while the second and third hidden layers used the logsig function. In addition, three sets of experiments were conducted: backpropagation with logsig activation function (BP), backpropagation with radial basis function (BP-RBF), and hybrid backpropagation-relevance vector machine with kernel radial basis function (BP-RVM-RBF). This experiment was constructed to see the reliability of each experiment based on the number of epochs it generates, the MSE value, and the MAPE value.

### Table 1. Results of data training (80%) with BP and BP-RVM architecture

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Function Activation</th>
<th>Function Training</th>
<th>Validation</th>
<th>Rainfall</th>
<th>Temperature</th>
<th>Air Humidity</th>
<th>Wind Speed</th>
<th>Sunshine</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>Logsig</td>
<td>Trainrp</td>
<td>Epochs 50</td>
<td>75</td>
<td>63</td>
<td>73</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE 3,760.14</td>
<td>0.2041</td>
<td>12.039</td>
<td>1.3317</td>
<td>3.4053</td>
<td>22.3341</td>
<td>12.1253</td>
</tr>
<tr>
<td>BP</td>
<td>Logsig</td>
<td>Trainlm</td>
<td>Epochs 32</td>
<td>33</td>
<td>43</td>
<td>43</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE 4,725.32</td>
<td>0.3070</td>
<td>22.519</td>
<td>1.6055</td>
<td>5.0694</td>
<td>29.2333</td>
<td>10.0764</td>
</tr>
<tr>
<td>BP</td>
<td>RBF</td>
<td>Trainrp</td>
<td>MSE 3,281.03</td>
<td>0.3355</td>
<td>8.2997</td>
<td>1.21556</td>
<td>50.8311</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.8535</td>
<td>2.9004</td>
<td>21.1533</td>
<td>12.8816</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Epochs 5</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP-RVM</td>
<td>Logsig</td>
<td>Trainrp</td>
<td>MSE 3,288.56</td>
<td>0.2776</td>
<td>8.7463</td>
<td>3.11526</td>
<td>73.7501</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.5457</td>
<td>2.8498</td>
<td>33.7935</td>
<td>112.4615</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Epochs 7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP-RVM</td>
<td>RBF</td>
<td>Trainlm</td>
<td>MSE 5,010.87</td>
<td>0.2407</td>
<td>16.619</td>
<td>4.21556</td>
<td>89.6777</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.5812</td>
<td>3.9722</td>
<td>41.3754</td>
<td>110.8914</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF</td>
<td></td>
<td></td>
<td>Epochs 34</td>
<td>34</td>
<td>29</td>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trainlm</td>
<td>MSE 1,899.38</td>
<td>0.1723</td>
<td>11.914</td>
<td>4.15861</td>
<td>113.617</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.2278</td>
<td>3.4890</td>
<td>21.8947</td>
<td>11.9191</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF</td>
<td></td>
<td></td>
<td>Epochs 5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trainlm</td>
<td>MSE 3,275.28</td>
<td>0.2100</td>
<td>10.840</td>
<td>3.05294</td>
<td>101.603</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.3365</td>
<td>3.2103</td>
<td>27.0578</td>
<td>12.0518</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Results of data testing (20%) with BP and BP-RVM architecture

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Function Activation</th>
<th>Function Training</th>
<th>Validation</th>
<th>Rainfall</th>
<th>Temperature</th>
<th>Air Humidity</th>
<th>Wind Speed</th>
<th>Sunshine</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>Logsig</td>
<td>Trainrp</td>
<td>Epochs 20</td>
<td>18</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE 3,392.04</td>
<td>0.5158</td>
<td>6.9761</td>
<td>2.5004</td>
<td>24.199</td>
<td>20.597</td>
<td></td>
</tr>
<tr>
<td>BP</td>
<td>Logsig</td>
<td>Trainlm</td>
<td>Epochs 5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE 1,728.98</td>
<td>0.4005</td>
<td>8.7887</td>
<td>2.8904</td>
<td>28.434</td>
<td>16.710</td>
<td></td>
</tr>
<tr>
<td>BP</td>
<td>RBF</td>
<td>Trainrp</td>
<td>MSE 3,100.04</td>
<td>0.2862</td>
<td>6.7194</td>
<td>0.3662</td>
<td>244.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.5475</td>
<td>2.3186</td>
<td>15.639</td>
<td>20.623</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Epochs 4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>BP-RVM</td>
<td>Logsig</td>
<td>Trainlm</td>
<td>MSE 4,361.39</td>
<td>0.3373</td>
<td>8.4527</td>
<td>1.0100</td>
<td>265.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.8043</td>
<td>2.8381</td>
<td>28.730</td>
<td>22.564</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Epochs 15</td>
<td>20</td>
<td>27</td>
<td>16</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>BP-RVM</td>
<td>Logsig</td>
<td>Trainlm</td>
<td>MSE 3,164.37</td>
<td>0.4026</td>
<td>10.455</td>
<td>0.8251</td>
<td>256.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.9942</td>
<td>3.3266</td>
<td>23.084</td>
<td>21.257</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF</td>
<td></td>
<td></td>
<td>Epochs 15</td>
<td>13</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trainlm</td>
<td>MSE 2,160.82</td>
<td>0.3740</td>
<td>4.9643</td>
<td>0.6858</td>
<td>200.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.7648</td>
<td>2.0439</td>
<td>22.105</td>
<td>18.065</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Epochs 5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trainlm</td>
<td>MSE 3,891.34</td>
<td>0.4061</td>
<td>4.6831</td>
<td>1.1764</td>
<td>271.74</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE (%) -</td>
<td>1.9543</td>
<td>1.9792</td>
<td>28.575</td>
<td>20.618</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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4.2 Results of data training and testing

Training, testing, and data prediction processes were simulated using a Lenovo Intel(R) Core(TM) i5 CPU, M520, 2.40GHz, 8GB RAM. In the first step, training and testing data were divided with 80% of the actual data used for the training process and 20% for the testing process. The next step was making predictions using the best architecture. The dataset consisted of rainfall, temperature, wind speed, humidity, and sunshine duration. Hence, 20 experiments were carried out in each of the training and testing stages. Each training and testing output was tabulated as shown in Table 1.

Table 1 shows that the output of the backpropagation (BP) architecture with a combination of RBF activation functions had faster performance than the logsig function with relatively small MSE and MAPE values. The RBF-trainlm combination was able to speed up the training process almost twice as fast as the logsig-trainlm function. Meanwhile, the trainlm training function made the training process six times faster. However, the RBF-trainlm combination resulted in higher MSE and MAPE values than the RBF-trainlm function combination. This result was found in the rainfall, humidity, and wind speed data training process, each of which had the smallest MSE and MAPE values. Furthermore, the backpropagation-relevance vector machine (BP-RVM) experiment with the RBF-trainlm function combination also showed better data training results than other function combinations. This combination obtained MSE value of 1,899.38 from rainfall data, MSE value of 0.1723 from temperature data, and MSE value of 1.459 from wind speed data. Meanwhile, the combination of logsig-trainlm functions for humidity and sunshine duration data training resulted in the smallest MSE and MAPE values. In general, the MAPE value of each data training result is still classified as indicating highly accurate forecasting. The results of data testing can be seen in Table 2.

Table 2 shows that the BP-RVM algorithm with the RBF-trainlm function combination had good performance. In the rainfall data testing stage, the MSE value was 2,160.82. This value is 10.85% greater than the MSE value obtained from the logsig-trainlm function. The smallest MSE and MAPE values of temperature and sunshine data were obtained from the RBF-trainlm function. Moreover, the smallest MSE value of air humidity data was obtained from the RBF-trainlm function, differed by 0.28 from the MSE value obtained from the RBF-trainlm function. Finally, the smallest MSE value of wind speed data was obtained from the logsig-trainlm function with a difference of 0.37 from the MSE from the RBF-trainlm function. The results of this analysis demonstrated that the BP-RVM algorithm with the RBF-trainlm function had better performance than other function combinations.

Another finding showed that the BP-RVM algorithm with RBF kernel function is better than the logsig function. This can be seen from the number of epochs generated in each experiment. The RBF-trainlm function obtained 13-16 epochs, while the logsig-trainlm function obtained 15-27 epochs. Another result demonstrated that the trainlm function can reduce the number of epochs to a maximum of 5 epochs. The small number of epochs generated from the trainlm function impacted the error values (MSE and MAPE) produced both during data training and testing. This result is in accordance with the findings of Kannaiyan et al. [29] when comparing response surface methodology (RSM) and artificial neural network (ANN) with trainlm function, namely RSM and ANN models are constructed from the experimental data and they are correlated reasonably well while having an R 2 value of 0.8468 and 0.9999 respectively. Furthermore, Ahmad et al. [30] also produced an accuracy for the levenberg marquardt training algorithm reaching 77.7%. However, the error value generated by the trainlm function is greater than the trainrp function. In this case, the authors prefer the trainlm function with a large number of epochs yet small error values because the important aspect of forecasting is the level of accuracy produced. It is in accordance with the statement in the study [75] that the number of training times, known as "epoch" in deep learning, had no effect on the performance of the trained forecast model and it exhibited a truly random behavior. In general, the results of data training and testing showed that the MAPE values of temperature and humidity data were still classified as indicating highly accurate forecasting, while wind speed and sunshine data were classified as indicating good forecasting.

In addition, the BP-RVM algorithm provided good results when training and testing temperature, wind speed and humidity data since these three data include stable and static data, while rainfall and sunshine data are two interrelated data and include non-static data. Therefore, the MSE and MAPE values were relatively large. This shows that it is important to take into account data stability when forecasting. This result is supported by Hardt et al. [76] when testing neural network algorithms on larger data. They found that static types of data provided relatively small error values compared to data with a highly fluctuating trend.

4.3 Trends of hydro-climatology data

The results of data training and testing in Table 1 and Table 2 led the authors to use the BP-RVM algorithm with the RBF-trainlm function combination for future data prediction. Data prediction was carried out to determine the climate change that occurred at Kediri Station area in West Lombok, Indonesia based on the Oldeman classification. The prediction output consisted of 36 data, so the authors calculated every three data into one month data. During the calculation process, the authors summed the rainfall data and calculated the average of temperature, humidity, wind speed, and sunshine duration data. The results of data prediction can be seen in Table 3.

Based on Table 3, it was predicted that the maximum rainfall value would occur in December with 467.60 mm and the minimum value would occur in September with 22.63 mm. The classification results showed that there would be 5 wet months, 3 humid months, and 4 dry months. Referring to the Oldeman classification and considering the data pattern from the previous year to December 2022, this region falls into classification D that has 4 consecutive wet months. Second, the prediction results of temperature data showed that 9 months are categorized as “hot” and 3 months are categorized as “tropical”, with an average temperature of 26.55°C per month. Third, the prediction results of humidity data showed that the entire year is included in the “humid” category with an average of 84.20%. Fourth, the prediction results of wind speed data obtained an average of 3.02 m/s, categorizing the wind in the region into the "light breeze" category with 8 months of "light breeze" and 4 months of "gentle breeze". Finally, the prediction results of sunshine duration data showed that there would be a significant increase from the MAM period to the JJA period and a decrease in the SON period and the DJF period.
In theory, the elements of climate or weather influence each other, such as rainfall, temperature, humidity, and sunshine duration [77, 78]. In Table 3, an increase in rainfall is characterized by a relatively short sunshine duration. The relatively short sunshine duration will impact the temperature in the region. Meanwhile, temperature will affect humidity [79]. These weather or climate changes are used as an important basis in agriculture, especially in planning cropping patterns.

5. CONCLUSIONS

The hybrid backpropagation-relevance vector machine (BP-RVM) with a Radial Basis Function (RBF) kernel function demonstrated superior performance compared to other algorithms, as evidenced by its relatively small Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE) values, which categorize it as a highly accurate forecast model.

In our experiment, the combination of the RBF-trainrpr kernel function nearly doubled the speed of the training-testing process compared to the logsig-trainrpr function. While the RBF-trainlm kernel function combination enhanced the speed of the training-testing process sixfold, we do not recommend its use due to the resultant increase in the MSE and MAPE values for each prediction result.

These outcomes suggest that substituting input data into the RBF function following the BP-RVM algorithm leads to more accurate performance than the BP and BP-RBF algorithms. Additionally, implementing the RBF function as the activation function in the first hidden layer expedited the data centering process. Hence, we recommend the BP-RVM-RBF algorithm architecture for forecasting various types of hydroclimatological data, such as determining the effective rainfall volume, evapotranspiration, and crop water requirements, which are crucial for designing future cropping patterns.

However, we observed inconsistencies in the number of neurons in each layer when the RBF function was applied to each hidden layer during the experiment. This finding warrants further investigation in future research.
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Table 3. Prediction results of hydro-climatological data from Kediri Station in West Lombok, Indonesia

<table>
<thead>
<tr>
<th>Month</th>
<th>Rainfall (mm)</th>
<th>Temperature (°C)</th>
<th>Air Humidity (%)</th>
<th>Wind Speed (m/s)</th>
<th>Sunshine (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>Category</td>
<td>Data</td>
<td>Category</td>
<td>Data</td>
</tr>
<tr>
<td>1</td>
<td>344.72</td>
<td>Wet</td>
<td>26.70</td>
<td>Hot</td>
<td>85.44</td>
</tr>
<tr>
<td>2</td>
<td>294.52</td>
<td>Wet</td>
<td>26.69</td>
<td>Hot</td>
<td>86.18</td>
</tr>
<tr>
<td>3</td>
<td>132.86</td>
<td>Humid</td>
<td>27.46</td>
<td>Hot</td>
<td>82.09</td>
</tr>
<tr>
<td>4</td>
<td>239.01</td>
<td>Wet</td>
<td>27.18</td>
<td>Hot</td>
<td>80.29</td>
</tr>
<tr>
<td>5</td>
<td>175.88</td>
<td>Humid</td>
<td>26.43</td>
<td>Hot</td>
<td>84.64</td>
</tr>
<tr>
<td>6</td>
<td>176.61</td>
<td>Humid</td>
<td>25.34</td>
<td>Tropical</td>
<td>86.20</td>
</tr>
<tr>
<td>7</td>
<td>82.57</td>
<td>Dry</td>
<td>24.93</td>
<td>Tropical</td>
<td>84.29</td>
</tr>
<tr>
<td>8</td>
<td>52.50</td>
<td>Dry</td>
<td>25.53</td>
<td>Tropical</td>
<td>83.06</td>
</tr>
<tr>
<td>9</td>
<td>22.63</td>
<td>Dry</td>
<td>26.61</td>
<td>Hot</td>
<td>82.40</td>
</tr>
<tr>
<td>10</td>
<td>92.16</td>
<td>Dry</td>
<td>27.54</td>
<td>Hot</td>
<td>82.72</td>
</tr>
<tr>
<td>11</td>
<td>225.38</td>
<td>Wet</td>
<td>27.16</td>
<td>Hot</td>
<td>87.00</td>
</tr>
<tr>
<td>12</td>
<td>467.60</td>
<td>Wet</td>
<td>27.07</td>
<td>Hot</td>
<td>86.09</td>
</tr>
</tbody>
</table>


