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ABSTRACT

Agriculture serves as the mainstay of India's economy, bearing a vital responsibility in nourishing an expanding populace. The thriving of this sector is contingent upon numerous variables, among which the choice of the optimal crop plays a pivotal role. The advent of Machine Learning (ML) has engendered a transformative impact on the agricultural sector by facilitating the prediction of suitable crops, contingent on soil attributes. This study undertakes the examination of diverse ML algorithms, encompassing Decision Tree, Linear Regression, Naïve Bayes, Random Forest, Extreme Gradient Boosting (XGBoost), and Support Vector Machine, to assess their efficacy in recommending optimal crops based on soil parameters. The parameters under consideration include Phosphorus, Nitrogen, Potassium, Electrical Conductivity, pH, Organic Carbon, Boron, Iron, Zinc, Copper, Manganese, and Sulphur. The crop recommendations are focused on Rice, Cotton, and Jowar for the Kurnool district of Andhra Pradesh, India. Among the assessed models, it was observed that the XGBoost model surpassed others in terms of accuracy in determining the most suitable crop for the given soil parameters. The experimental findings substantiate the promise of the model in forecasting the apt crop, thereby underscoring the immense potential of ML in the agricultural domain. This investigation signifies a considerable stride towards optimal crop recommendation, thereby increasing the potential for enhanced yield and profitability. Through the incorporation of technological innovation, agriculture can be rendered more efficient, cost-effective, and sustainable, thus laying the groundwork for a promising future.

1. INTRODUCTION

In India, agriculture plays a crucial role in the nation’s economy. More than 70% of rural families depend on agriculture. Agriculture has a big economical influence as it contributes 20% of the country’s GDP. Kurnool is one of the districts of Andhra Pradesh, where the usual cultivated crops are Rice, Cotton, and Jowar. Agriculture is also additionally contributing to the development of ancillary industries together with agricultural machinery, fertilizers, pesticides, garage centres, transportation, and agro-processing, and those industries contribute to the general economy through developing employment opportunities and riding economic boom. Indian agriculture has grown significantly during the last few decades. Since independence, food grain output has increased from 51 million tonnes to 149.92 million tonnes from the crop year 1950-1951 to 2022-23 and employs around 58% of the workforce. As the Indian population is 1.42 billion, agriculture still ensures food security for the nation.

Artificial Intelligence (AI) based agriculture enables Indian farmers to make precise decisions about irrigation, fertilization, and pest control by gathering real-time data on soil moisture, nutrient levels, crop health, etc. Recently, farmers initiated data-driven strategies to increase crop yields, resource conservation, and improved sustainability. Farmers can efficiently allocate resources, identify crop stress or diseases early, and make wise choices to increase productivity and profitability with the aid of AI and analytics. Indian farmers can improve their farming practices, reduce risks, and support the nation’s sustainable agricultural growth by use of precision agriculture.

Artificial Intelligence (AI) is a cutting-edge and rapidly developing research area in the computer science domain. John McCarthy and his team coined the term “AI” at the Dartmouth Conference in 1956 [1], defining it as the science and engineering of creating intelligent machines. Machine Learning [2] (ML) is a leading sub-domain of AI. One of the American pioneers of the AI field, Arthur Samuel coined the term “Machine Learning” (ML) in the year 1959. It is defined as "a field of study that allows computers to learn without being explicitly programmed" [3].

ML is also revolutionizing Indian agriculture by enabling improved decision-making, market research, accuracy agriculture, disease detection, produce prediction, farm automation, and optimized crop management. Farmers of India can increase productivity, conservation, success, and support the expansion and development of the agricultural sector by utilizing ML.

The central idea of using an ML in the current work is to choose the best crop to be farmed. As the result, the outcomes are incredibly advantageous for agricultural growers. Along with high-performance computing and Big Data technologies, ML has arisen to provide new options for designing quality and effective data-driven models in agricultural work contexts. Research and development of ML applications in agriculture must be promoted. Several application areas of ML are introduced, such as automated irrigation systems [4], agricultural drones for field analysis [5], crop monitoring...
systems [6], precision agriculture [7], animal identification, etc. To make crop recommendations, agricultural experts often use sophisticated modelling software that takes into a different range of variables, such as precipitation patterns, soil types, rainfall and temperature. The models use historical data to estimate yields and suggest the best crops to plant for the upcoming season. Farmers can also use online tools and mobile applications to receive crop recommendations. These tools often require farmers to input information about their land, including soil type, climate, and previous crop yields. So that farmers can be benefitted by using Machine Learning.

2. RELATED WORK

Crop selection is the first and important step of crop cultivation cycle. Different approaches have following to select right crop. Literature work classified based on models used by authors. Such Machine Learning based models, Deep Learning based models, other approaches.

2.1 Machine learning techniques

To recommend the appropriate crop, several machine learning models [8] predict suitable crop based on soil series with regard to land. For soil classification, a number of machine learning techniques are utilised, including weighted K-Nearest Neighbour (KNN), Support Vector Machines (SVM) model with help of Gaussian kernel, and bagged trees. It selected the crop by analyse soil type, instead of soil properties and accuracy can be improved.

And SVM-based technique outperforms many other models, according to experimental results. An ensemble model [9] recommends the crop based on a majority count technique that uses Naive Bayes, Random Tree, KNN, and Chi-squared Automatic Interaction Detection (CHAID) as learners to accurately for the site-oriented parameters, and the better result given by Naive Bayes with 88%. Here model recommended the crop just based on soil pH, water holding, drainage, and texture.

A crop-suggested system [10] helps farmers select crops by considering into account all the variables like planting season, soil, and geographic location. Furthermore, precision agriculture, which focuses on site-specific crop management, by taking models Decision Tree (DT), K-Nearest Neighbors (KNN), KNN with cross-validation, Logistic Regression (LR), Naïve Bayes, and Neural Network (NN). The NN had given better accuracy with 89.88%. But implementation of NN is complex task.

A classification technique, an extreme learning machine to suggest the best crop [11] to farmers based on considering various significant factors, soil fertility, soil condition, and season. It also determines whether the soil has insufficient nutrients for the needs of the current crop, the model also contains a deficiency analysis. The results of the experimental analysis showed that the suggested model is more accurate in forecasting suitable crops and identifying soil deficiencies, with a minimal false-positive rate of 3.5% and an average accuracy of roughly 96.5%. It recommends the crop by considered mainly on crop rotation.

A unique ML-powered crop recommendation tool [12] with cloud support to find the best suitable crop based on input data. It is providing precision farming-based solutions that are open source and free and will promote the adoption and growth of precision farming solutions. It also compares predictive ML algorithms such as K-Nearest Neighbours (KNN), Random Forest (RF), Decision Tree (DT), and Support Vector Machine (SVM). Accuracy can be improved by changing hyperparameters such as the maximum depth of the random forest.

A model includes abstract and theoretical [13] of a recommendation system for crop selection by integrating models of collecting environmental factors using Arduino microcontrollers, ML techniques such as Multinomial Nave Bayes, SVM, K- Means clustering and Natural Language Processing. It has been delicate to determine what to grow, as any man has sufficient framing land.

Random Forest, Linear SVM, and Naïve Bayes serve as ensemble-based models [14]. Every classifier offers a unique set of class labels with a respectable level of accuracy. The majority voting method is used to integrate the class labels of distinct base learners. The input soil dataset is divided into two categories by the recommendation system for crops: Rabi and Kharif. The dataset includes samples of the average rainfall and surface temperature as well as the physical and chemical properties particular to the soil. The model gave good classification accuracy, only when the independent base learners are combined.

2.2 Deep learning techniques

A crop-specific recommender system [15] based on Deep Learning Technique (DLT) compiled historical information on crops and climate. To optimise the inputs to Deep Convolution Neural Networks (DCCN) and Long Short Term Memory (LSTM) networks for crop predictions, a hybrid technique named Ant Colony Optimization along with DCNN, LSTM (ACO-DCCNN-LSTM) has been proposed. DCNNs often produce excellent levels of accuracy, but the number of processing layers increases the computational complexity. Since adding weights to DCNNs' nodes makes up a significant portion of complexity increases, it modifies these weights during training to simplify processing. For DCNN predictions on crops and to assist simplify weights, ACOs optimize hyperparameters during training. Although it is quite complex to implement as CNN, LSTM were used in the model. And the convergence rate of ACO is high.

2.3 Other techniques

Another crop-selection model [16] was developed by considering weight calculation, categorization, and prediction. 27 input criteria were divided into 7 major categories: water (2 sub-criteria), soil (11 sub-criteria), facilities (3 sub-criteria), risk (2 sub-criteria), input (6 sub-criteria), season (no sub-criteria), and support (2 sub-criteria). In the suggested model, the relative weights of each main criterion's sub-criteria were determined using the rough set methodology, and the relative weights of the main criteria themselves were derived using the method called Shannon's Entropy. The ranking index of the primary criteria in this study was determined using the VIKOR (VišeKriterijumska Optimizacija i Kompromisno Resenje) approach since it is Multicriteria Optimization and Compromise Solution and efficient at sorting the alternatives. The outputs of the rough set method, Shannon's Entropy method, and the VIKOR method were combined to create a soft decision system. Too many parameters are involved to recommend a crop the and model is required more knowledge.
to understand.

Based on normal observations and the Mahalanobis distance, a multiclass model [17] developed using the Improved Mahalanobis Taguchi System (IMTS) uses distance measurement, which can be applied to agricultural development. The total input factors are twenty-six, which are important to crop cultivation were found and were grouped into six main factors for the creation of the model. The multiclass classification model is created with the relative importance of factors to improve significantly. Three crops are classified by an objective function is defined, those are paddy, groundnut, and sugarcane. No feature selection methods were used to find the best features among the total features.

A crop recommends by the suggested system [18] aids farmers in choosing the best crop for the season and sowing area by using Pattern Matching. The farmers will benefit as a result since their net profit will increase. The system can recommend a list of crops that is most beneficial for farmers in their selection by taking into account multiple datasets, which mainly contain five criteria: soil moisture, rainfall, rainfall humidity, slope, and temperature data values belonging to horticulture. Pattern Matching may not be suitable when soil parameters vary from one farmland to another land.

Another Graphic User Interface (GUI) supported crop prediction model [19] was created in the Flask environment using the Map-Reduce method. It provides the environment, where input can be given and suggested crops can be displayed on the user’s screen. Soil moisture, irrigation, cloud cover etc. can be included in the dataset to make the system effective.

A mobile app with Graphic User Interface (GUI) based crop suggestion model [20] recommends the crop based on input parameters of soil and weather data.

The Crop Selection Method [21] (CSM) proposed to solve the problem of crop selection, along with maximising the season’s crop net yield and gaining maximum economic improvement for the nation. This method increases the crop net yield rate. Soil characteristics are ignored by the method to select method, though it is an important parameter.

To predict crops using classification approaches that indicate the best crop(s) for the area, comparative research [22] of several wrapper feature selection methods is conducted. According to the experimental findings, the Adaptive Bagging classifier combined with the Recursive Feature Elimination method performs better than the others. This method’s accuracy can be improved by fine-tuning hyper-parameters of machine learning models.

The majority of existing literature works used non-tree-based machine learning models such as KNN, CHAID, LR, NB, NN, and Pattern Matching although ough output is labelled class.

3. METHODS AND MATERIALS

3.1 Dataset description

In the current work, a dataset is collected for the Kurnool district of Andhra Pradesh state. This dataset was gathered from a government website [23]. Before using it in the models, it needs to be pre-processed to avoid duplicate and outlier values that can create problems to learn by ML models. The dataset has a total of 67,788 data records for three crops Rice Cotton, and Jowar with 12 columns, and 5,649 rows. In the dataset, all features are about values of soil nutrients, which are Phosphorus (P), Nitrogen (N), Potassium (K), Electrical Conductivity (EC), pH, Organic Carbon (OC), Boron (B), Iron (Fe), Zinc (Zn), Copper (Cu), Manganese (Mn), and Sulphur (S).

3.2 Machine learning models

In general, there are two kinds of supervised learning models, one is Regression-based models, where predicted output is a continuous value. Decision Trees, Random Forest, Linear Regression, and Logistic Regression are a few examples of regularly used regression models. And second is Classifiers, where output is a discrete labelled value [24], which give based on input data. Support Vector Machine, Decision Trees, Logistic Regression, and Random Forest are a few examples of classifiers.

Performance metrics [25, 26] for classification models and also considered in existing literature research work are Accuracy, Precision, Recall, and F1 Score. These performance metrics evaluated how best the model performed for given data.

Accuracy is used to determine the efficiency of the model, which is based on the accurate predicted samples and total samples. In general, an accuracy rating shows if a version is being trained well and the way the model handles out in general.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{FN} + \text{TN}}
\]

where, TP-True Positives means positive classes that are also correctly predicted as positive. FP-False Positives means negative classes that are false predicted as positive. TN-True Negatives means negative classes that are correctly predicted as negative. FN-FALSE Negatives means positive classes that are falsely predicted as negative.

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

The precision score, which shows the proportion of accurately predicted positive observations to all expected positive observations, measures the classifier's differential rate.

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]

Recall measures the score which measures the rate of TP over the total number of true. In simple terms it measures the observations of predicted positive accurately and all in the actual class.

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The F1 score is an overall accuracy performance metric that combines both precision and recall. A solid F1 score suggested that there are few FPs and few FNs, and that mislead the classification process.

3.2.1 Naive bayes classifier

The Naive Bayes (NB) algorithm [27] is a simple supervised learning algorithm that makes use of Bayes’ rule along with the strong assumption that the attributes are conditionally independent for a given class. NB often produces good classification accuracy by taking the fact that the independence assumption is frequently violated in practice. The NB [28] classifier is a fundamental conditional
probability-based method that can predict the class which belongs among given classes. It may easily accommodate the missing attribute values by simply considering relevant probabilities for those characteristics when calculating the likelihood of membership for each class.

The simple form of Baye’s rule is as follows:

\[
P(X|Y) = \frac{P(Y|X) \times P(X)}{P(Y)}
\]  

(1)

where, \(P(Y|X)\) is a likelihood probability. It is the evidence when the hypothesis is true, \(P(X)\) is the prior probability and, \(P(Y)\) is the marginal probability. \(P(Y|X)\) is called the posterior probability of ‘X’ with given ‘Y’.

Naive Bayes classifier uses above Baye’s theorem to make predictions by assuming that the features are conditionally independent of given the set of features ‘X’. It calculates the posterior probability of each feature of ‘X’ and assigns the instance to the class with the highest probability. The formula for the Naive Bayes classifier is:

\[
P(C|X) = \frac{P(X|C) \times P(C)}{P(X)}
\]  

(2)

where, \(P(C|X)\) is the posterior probability of class C given the feature vector X. \(P(X|C)\) is the likelihood probability of the feature vector X given class C. \(P(C)\) is the prior probability of class C. \(P(X)\) is the prior probability of the feature vector X.

Implement NB on taking dataset with different sizes of training and testing. The results are mentioned in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Prediction of accuracy by NB model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Train-Test Data</td>
</tr>
<tr>
<td>Accuracy in %</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, NB has given an accuracy of 53.8%. And better result, 58.4% has given with 80-20 training and testing data sizes.

It gives prediction results based on probability of each feature and class. In this work, it gave moderate accuracy because of features of taken dataset are dependent.

3.2.2 Logistic regression classifier

Another model for classifying data is Logistic Regression [29] (LR). Typically, Logistic Regression uses the activation function, also known as the sigmoid function, to estimate the probabilities.

\[
f(z) = \frac{1}{1 + e^{-z}}
\]

(3)

The above Eq. (2) is the formula of a sigmoid function \(f\) and e=2.71 is the base of the natural logarithm. The logistic regression hypothesis suggests that the function be restricted to the range of 0 and 1.

For multi-class classification Logistic Regression classifier uses above Eq. (2) with “One-vs-All” (OvA). A multi-class classification problem with K classes, the logistic regression model will create K separate binary classifiers, each trained to distinguish one class from the rest.

For a given instance with a feature vector X, the OvA strategy involves calculating the probability of it belonging to each class and selecting the class with the highest probability. The formula for the OvA logistic regression model is:

\[
P(y = i|X) = \text{sigmoid}(w_i \cdot X)
\]

(4)

where, \(P(y = i|X)\) is the probability of the instance belonging to class i given the feature vector X. \(\text{sigmoid()}\) is the logistic sigmoid function that maps the linear combination to a value between 0 and 1. \(w_i\) is the weight vector associated with class i. X is the feature vector.

The weight vector \(w_i\) represents the coefficients learned for class i. Each class has its own set of weight coefficients, and the model calculates the dot product between the weight vector and the feature vector to obtain the linear combination. The sigmoid function is then applied to transform the linear combination into a probability value.

For a dataset, this particular classifier evaluates the correlation between the categorical variable which are dependent and one or more independent variables. The target class is the dependent variable that will make a prediction. The attributes or features, on the other hand, are the independent variables that are utilised to forecast the target class. Simply said, logistic regression is an S-shaped curve that can take any number with a real value and convert it to a number between 0 and 1. The following formula carries out that mapping:

\[
f(x)=\beta_0+\beta_1x_1+...+\beta_px_p
\]

(5)

here \(\beta_0, \beta_1, ... \beta_p\) are the regression coefficients. And here, \(x_i\) denotes the values of \(j^{th}\) feature of \(i^{th}\) observation. To find the likelihood of \(f(x)\), apply cost function with respect to equation (3). Later gradient descent optimization needs to apply to find the optimal values of the hyperparameter of logistic regression.

Implement LR on taking dataset with different sizes of training and testing. The results are mentioned in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Prediction of accuracy by LR model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Train-Test Data</td>
</tr>
<tr>
<td>Accuracy in %</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, LR has given an accuracy of 60.0%. It is a better result, when compared with NB. As features are dependent, sigmoid function curve classify data values.

3.2.3 Support vector machines classifier

Another well-known classification method often used for predictive analytics is Support Vector Machine [30] (SVM). Data variables of data space are often separated according to a class, either class 0 or class 1, using SVM as a binary classifier. To achieve this, the hyperplane of the vector machine is chosen as a line capable of traversing variable space. SVM seeks a line that optimises the separation between a two-class data set of two-dimensional space points in its simplest form, known as linear separation. Finding a hyperplane in n-dimensional space that optimises the separation of the data points to their respective classes is the goal to generalise.

Support Vectors are the data points that are close to the
hyperplane and have the smallest distance from it. Data point separation computations are based on a kernel function. Different kernel functions include linear, polynomial, Radial Basis Function (RBF), Gaussian, and sigmoid functions. Simply said, these functions govern the smoothness and efficiency of class separation, and tinkering with their hyperparameters might result in overfitting or underfitting.

Implement SVM on the dataset with different sizes of training and testing. The results are mentioned in Table 3.

Table 3. Prediction of accuracy by SVM model

<table>
<thead>
<tr>
<th>Size of Train-Test Data</th>
<th>60-40</th>
<th>65-35</th>
<th>70-30</th>
<th>75</th>
<th>80-20</th>
<th>85-15</th>
<th>90-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy in %</td>
<td>42.7</td>
<td>43.0</td>
<td>42.8</td>
<td>41.4</td>
<td>42.5</td>
<td>42.4</td>
<td>44.2</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, SVM has given an accuracy of 42.7%. Prediction rate of SVM is low due to generated hyperplanes are linear and not handled few outliers of data values.

3.2.4 Decision tree classifier

One of the most used methods for classification models is the use of Decision Trees [31] (DT). The study of DT has been growing by researchers in a variety of fields, including pattern recognition, statistics, machine learning, and data mining. It follows top-down strategies for building decision tree classifiers based on the data provided by the user. In Decision Tree, several splitting criteria such as Information Gain, Gene Index and pruning approaches as well as mathematical framework followed to make DT more effective. A basic algorithm proposed by Quinlan to create decision trees called ID3 (Iterative Dichotomiser 3).

The ID3 algorithm builds a DT using a top-to-bottom approach, where a greedy search through a given training data tree tests each attribute or context at each node. Information Gain has been calculated with the help of entropy, a statistical property used to select the attribute to be tested at each node in the tree. Quinlan proposes an extension based on the ID3 algorithm, namely the C4.5 algorithms. C4.5 builds a decision tree from the training dataset in the same way as ID3 with extra features like handling missing values and predicting continuous values. Paper [32] compared ID3/C4.5, C4.5/C5.0, and C5.0/CART with a dataset, which allowed and confirmed that C4.5 is unquestionably the most effective decision tree-based model.

A decision Tree is generated by splitting the root of the tree into two halves, which are split further by use of Entropy (E), and Information Gain (IG).

\[ E = -\sum_{i=0}^{n} p_i \times \log_2 p_i \]  

(6)

where, \( p_i \) is the probability of selecting an example in class i.

Information Gain of current node S, with selected feature X is:

\[ IG(S,X) = E(S) - E(S|X) \]

(7)

The highest IG of all features is selected as the root node of the decision tree, then sub-trees are formed. Repeat the process till all features are covered in the decision tree as leaves or sub-

root. For current work, the below decision tree is formed.

Figure 1 shows that the splitting of the decision tree started with the feature "P" (P <= 19.5), followed by "N", "Cu", "K", etc. towards the bottom of the tree. At last, it had shown a suitable crop based on traversed tree feature values.

Implement DT on the dataset with different sizes of training and testing. The results are mentioned in Table 4.

Table 4. Prediction of accuracy by DT model

<table>
<thead>
<tr>
<th>Size of Train-Test Data</th>
<th>60-40</th>
<th>65-35</th>
<th>70-30</th>
<th>75</th>
<th>80-20</th>
<th>85-15</th>
<th>90-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy in %</td>
<td>70.7</td>
<td>70.9</td>
<td>71.2</td>
<td>71.1</td>
<td>71.2</td>
<td>70.4</td>
<td>72.0</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, DT has given an accuracy of 70.7%. Better result, 72.0% has given with 90-10 training and testing data sizes. It has given better accuracy than SVM because DT splits the root of the tree based on the high IG feature of the feature set.

The DT is generated for the dataset. The root of DT is “P”. The top portion of DT is mentioned in Figure 1. The main hyperparameters of the DT are \{'criterion': 'entropy', 'max_depth': 5, 'min_samples_leaf': 1, 'min_samples_split': 2, 'splitter': 'best'}

For soil parameters, N, P, K, pH, EC, OC, B, Zn, Fe, Mn, Cu, and S are 31.0, 560.0, 7.42, 0.4, 0.39, 1.570, 11.42, and 25.480, DT predicted as “Rice”.

3.2.5 Random forest classifier

A Random Forest (RF) classifier is a type of ensemble machine learning method that considers multiple parallel Decision Tree algorithms together and provides a predictive result. A Random Forest [33] combines bootstrap assembly (sacking) and random feature selection to form a collection of decision trees with a controlled variation. Generate multiple decision trees for a given data set, it can reduce the cause of the single decision tree overfitting problem. In general, the random forest generates multiple decision trees instead of a single decision tree to predict the final activity class of output and consider the majority voting as the final result.

Implement RF on the dataset with different sizes of training and testing. The results are mentioned in Table 5.

Table 5. Prediction of accuracy by RF model

<table>
<thead>
<tr>
<th>Size of Train-Test Data</th>
<th>60-40</th>
<th>65-35</th>
<th>70-30</th>
<th>75</th>
<th>80-20</th>
<th>85-15</th>
<th>90-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy in %</td>
<td>78.5</td>
<td>80.0</td>
<td>79.7</td>
<td>80.9</td>
<td>83.0</td>
<td>80.8</td>
<td>81.9</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, RF has given an accuracy of 78.5%. Better result, 81.9% has given with 90-10 training and testing data sizes. RF is better than DT because of more depth in the tree and bagging technique, which leads to better classification.

An alternative to Information Gain is the Gini index.

\[ \text{Gini index} = 1 - \sum_{i=1}^{n} P(i)^2 \]

(8)

where, j represents the no. of classes in the target variable, P(i) represents the ratio of Pass/Total no. of observations in node. The Gini index gives information on the impurity of all
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features. Based on that root of the tree can be split into subtrees. For current the work, the below random tree is formed by considering gini index.

The RF is generated for the dataset. The root of RF is “N”. The top portion of RF is mentioned in Figure 2. The main hyperparameters of the RF are \{'bootstrap': True, 'criterion': 'gini', 'max_depth': None, 'max_features': 'sqrt', 'min_samples_leaf': 1, 'min_samples_split': 2, 'n_estimators': 20}.

For example, N, P, K, pH, EC, OC, B, Zn, Fe, Mn, Cu, and S are 88.0, 73.0, 368.0, 8.53, 0.09, 0.85, 2.280, 0.434, 21.340, 6.690, 21, 340, 11.0, then predicted by RF is class “Cotton”.

3.2.6 Extreme gradient boost classifier

The gradient-boosted decision trees have an extension known as XGBoost, which was first proposed by Tianqi Chen in the paper [34]. The gradient-boosted trees approach is one of the most used and well-implemented in form of a decision tree. The XGBoost tree structure is shown in Figure 3 [35-37].

It should be observed that the residual of tree-1(weak tree) is supplied to tree-2(another weak tree) to lower the residue, and this process is repeated till the last tree-n. Unlike Random Forest, every tree model of XGBoost reduces the residual from the tree model before it. Just the first-order derivative of error information is used by the classic Gradient Boosted Decision Trees (GBDT). XGBoost employs both the first and second-order derivatives to perform cost functions. Moreover, the XGBoost tool enables the configurable cost function. Gradient boosting, combines the predictions of several weak trees, and simpler models to attempt to predict a target variable properly. For regression, gradient boosting is considered weak trees and associates each input data point with a leaf that holds a continuous score.
Using a convex loss function and a penalty term for model complexity, XGBoost [36] minimises a regularised (L1 and L2) objective function. It has been used to address a variety of classification issues in numerous domains. Iterative training is a process used to create the next level of new trees that predict the residuals or mistakes of previously generated trees, which are then incorporated with previous trees to produce the final prediction. Gradient Boosting follows the process of gradient descent approach to minimise loss level by level when adding new models to make the model effective.

\[
\hat{y}_l = \sum_{k=1}^{K} f_k(x_l)
\]

where, \(\hat{y}\) is the predicted value. \(\sum\) represents the summation over all weak trees. \(f_k(x)\) is the prediction of the k-th weak tree for the input feature vector x.

The prediction of each weak learner is weighted by a learning rate (\(\eta\)) to control the contribution of that weak learner to the final prediction. Objective function for XGBoost is:

\[
obj(\theta) = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k)
\]

here, first term represents the loss function to be calculated for each iteration from i to n. And \(y_i\) is actual value, \(\hat{y}_i\) is predicted value. And the second term represents the regularization parameter with respective function \(f_k\). Then, instead of learning the entire tree at once which makes the optimization harder, so the additive strategy, minimize the loss what it has learned and add a new tree which can be follow the same.

Implement XGBoost on taking dataset with different sizes of training and testing. The results are mentioned in Table 6.

**Table 6.** Prediction of accuracy by XGBoost model

<table>
<thead>
<tr>
<th>Size of Training/Test Data</th>
<th>Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-40</td>
<td>91.9</td>
</tr>
<tr>
<td>65-35</td>
<td>92.8</td>
</tr>
<tr>
<td>70-30</td>
<td>92.2</td>
</tr>
<tr>
<td>75-25</td>
<td>92.2</td>
</tr>
<tr>
<td>80-20</td>
<td>92.9</td>
</tr>
<tr>
<td>85-15</td>
<td>92.5</td>
</tr>
<tr>
<td>90-10</td>
<td>93.2</td>
</tr>
</tbody>
</table>

As the training size is 60% and the testing size is 40%, XGBoost has given an accuracy of 91.9%. Better result, 93.2% has given training and testing data sizes of 90-10, because residual errors of one tree are taken by the next tree and minimize error rate and continue the process till getting better accuracy. For that, XGBoost has hyperparameters maximum depth, learning rate, and number of the tree reducing the error rate.

The XGBoost is generated for the dataset. The root of XGBoost is “N”. The top portion of XGBoost is mentioned in Figure 3. Main hyperparameters of the XGBoost are {'objective': 'multi:softprob', 'learning_rate': None, 'max_depth': None, 'subsample': None}.

Figure 4 shows the splitting of the tree starting with the feature “N< 70.5”, followed by “K<97”, “Cu<5.11”, “P”, etc, towards the bottom of the tree. At last, it has shown a suitable crop based on traversed tree feature values.

For soil parameters, N, P, K, pH, EC, OC, B, Zn, Fe, Mn, Cu, and S are 31.0, 560.0, 7.42, 0.4, 0.39, 1.570, 11.42, and 25.480, then predicted by XGBoost is class “Rice”.

**Figure 4.** XGBoost model for crop prediction (feature splitting)

4. RESULTS AND DISCUSSION

The dataset is divided into two parts – the training set and the testing set. The size of these sets can be different to allow for better learning by the models. For example, a size of 60-40 would mean that the training set takes sixty per cent of the total data while the testing set occupies forty per cent of the total data. Different sizes are taken in similar forms 65-35, 70-30, 75-25, 80-20, 85-15 and 90-10. Results of all models for different sizes of train-test data are taken in Table 7.

Tree-based models such as DT, RF, and XGBoost have given better performance when compared to non-tree-based models because of Naïve Bayes generated probability values for each feature of the class, which leads to predict targets with less accuracy. Support Vector Machine is expected well-balanced data to classify data values by using hyperplanes to give better results. And Logistic Regression gives less accuracy because the features of this dataset are dependent.

**Table 7.** Prediction of accuracy by each model in percentage with different sizes of train and test set

<table>
<thead>
<tr>
<th>Different Size of Train-Test Data</th>
<th>Machine Learning Models</th>
<th>Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>NB</td>
<td>SVM</td>
</tr>
<tr>
<td>60-40</td>
<td>70.7</td>
<td>53.8</td>
</tr>
<tr>
<td>65-35</td>
<td>70.9</td>
<td>52.2</td>
</tr>
<tr>
<td>70-30</td>
<td>71.2</td>
<td>52.1</td>
</tr>
<tr>
<td>75-25</td>
<td>71.1</td>
<td>53.7</td>
</tr>
<tr>
<td>80-20</td>
<td>71.2</td>
<td>58.4</td>
</tr>
<tr>
<td>85-15</td>
<td>70.4</td>
<td>53.6</td>
</tr>
<tr>
<td>90-10</td>
<td>72.0</td>
<td>54.5</td>
</tr>
</tbody>
</table>

Figure 5 is a graph representation of all models and all training and testing sizes. It shows that XGBoost has given more accuracy than the other models used at each testing ratio. By taking, all testing set into account to check the better accuracy of all ML models.

To determine the best model among DT, SVM, NB, LR, RF, and XGBoost, the best F1 score from each model must be taken into account to analyse in Table 8.
Figure 5. Prediction of accuracy by each model in percentage with different sizes of the test set

Table 8. F1 score of each model in percentage

<table>
<thead>
<tr>
<th>S.No</th>
<th>Model</th>
<th>F1 Score in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Decision Tree</td>
<td>69.3</td>
</tr>
<tr>
<td>2</td>
<td>Naive Bayes</td>
<td>50.6</td>
</tr>
<tr>
<td>3</td>
<td>SVM</td>
<td>27.5</td>
</tr>
<tr>
<td>4</td>
<td>Logistic Regression</td>
<td>57.0</td>
</tr>
<tr>
<td>5</td>
<td>Random Forest</td>
<td>79.0</td>
</tr>
<tr>
<td>6</td>
<td>XGBoost</td>
<td>91.6</td>
</tr>
</tbody>
</table>

Figure 6. Accuracy comparison of ML models

From Table 8, it clearly shown XGBoost has given highest F1 score 91.6%. Here also, XGBoost has outperform over remain models.

The Figure 6 has considered best prediction accuracy of each model and it clearly shows that XGBoost is outperformed other models such as DT, SVM, NB, LR, and RF.

Compare to remain models, XGBoost has capability of fast regularization, parallelized across clusters through a combination of data parallelism, which is the process of multiplying a dataset by multiple subsets and distributing them to different machines simultaneously and model parallelism, which is when split a single tree among several machines or nodes.

5. CONCLUSIONS

Agriculture is an essential sector of the food supply and contributes to the country's GDP. Selecting the right crop is critical to increase yield and maximize profits for farmers. Suitable crop can recommend by Machine Learning to simplified this process, making it more efficient and effective. In this study, Support Vector Machines, Logistic Regression, Random Forest, Decision Trees, Naive Bayes, and XGBoost models were analysed to recommend the best crop to given farmer input soil characteristics. XGBoost emerged as the most accurate model, with an impressive accuracy score of 93.2%, surpassing the other Machine Learning models. This research highlights the potential of Machine Learning in agriculture, providing a promising avenue for farmers to make decision effective and achieve higher yields. By leveraging Machine Learning, it can create a sustainable food supply while driving economic growth, making agriculture a more efficient and profitable industry.
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