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Segmentation of tumors from brain Magnetic Resonance Imaging (MRI) imagery is of 

utmost importance, particularly given their diverse morphologies and contrasts. In this 

paper, two novel methods of tumor segmentation are proposed, both employing Rough Set 

Theory in conjunction with clustering techniques: Fuzzy C-Means (FCM) and K-Means. In 

the first methodology, the cluster centers derived from FCM are incorporated into a Rough 

Set model to facilitate segmentation. Conversely, the second methodology utilizes cluster 

centers from K-Means clustering within the Rough Set framework for the same purpose. 

These techniques have been implemented on two publicly available brain MRI datasets. 

For preprocessing, an initial thresholding step is executed, followed by extraction of the 

foreground region via a binary mask. The Rough Set-based FCM is then applied to the 

binary image, generating cluster centers that are subsequently utilized by the Rough Set to 

accurately segment the tumor region. A similar approach is employed in the Rough Set-

based K-Means clustering methodology. Experimental results indicate that the 

hybridization of Rough Set Theory with K-Means outperforms standard FCM, K-Means 

clustering, and FCM clustering in terms of accuracy, precision, recall, f-measure, and 

computational time. The average accuracy was found to be at a minimum for FCM 

(53.95%) and at a maximum for K-Means-based Rough Set Theory (95.77%). Moreover, 

the average clustering time was shortest for K-Means clustering (6.256s), and longest for 

FCM-based Rough Set Theory (43.27s). This study thus presents significant advancements 

in the field of tumor segmentation from brain MRI images, with potential implications for 

improved diagnostic accuracy and patient outcomes. 
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1. INTRODUCTION

The most severe types of cancer worldwide are brain tumors 

[1]. A brain tumor is an abnormal mass of tissue where some 

cells develop and reproduce uncontrollably. This unregulated 

growth encroaches on the skull obstructs normal brain 

function, and harms brain tissue. The most prevalent primary 

brain tumor, glioma, develops due to glial cell carcinogenesis 

in the brain and spinal cord [2]. The human brain comprises 

three types of tissues: white matter, grey matter, and 

cerebrospinal fluid. 

In medicine, Magnetic Resonance Imaging (MRI), a well-

known non-invasive technique, is used to identify brain tumors 

since it generates a substantial and varied array of tissue 

contrasts in each imaging modality. Protons in tissue are 

aligned using the magnetic characteristics of atomic nuclei in 

the MRI imaging technique. The interval between succeeding 

pulse sequences and the time to echo (TE) represents the 

interval between the delivery of an RF pulse and the reception 

of an echo signal impacts the order of RF pulses. The contrast 

and brightness of the images are calculated using two 

relaxation durations, T1 and T2. T1-weighted and T2-

weighted scans are the two most used MRI sequences. T1-

weighted images have short TE and TR times, whereas T2-

weighted images have longer TE and TR times. Similar to T2-

weighted images, the Flair sequence attenuates CSF fluid, 

making abnormalities bright and normal fluid dark. This 

makes the Flair sequence sensitive to pathology and simplifies 

distinguishing between CSF and abnormalities. 

Brain tumor segmentation aims to detect and segment the 

tumor regions by analysing brain MRI. Segmentation is the 

method of dividing a collection of nonuniform data into 

similar groups of types depending on some attribute [3]. This 

is performed by locating unstable regions compared to normal 

brain MRI tissue. Clinically, it is challenging to understand the 

presence of a brain tumor due to the variety in size, position, 

rate of growth, and pathology. The tumorous brain scan 

frequently shows a core tumor, necrosis, and oedema in 

addition to normal tissues [4]. These tissues have similar 

intensity patterns in structural MRI sequences, including T1-

w, T2-w, and FLAIR. tumors, such as meningiomas, can be 

segmented easily, whereas gliomas and glioblastomas are 

challenging to locate. Glioblastomas are infiltrative tumors. 

Thus, they commonly have fuzzy borders, are poorly 

contrasted, and extend tentacle-like characteristics, making 

them challenging to distinguish from normal tissues and 

segments [5, 6]. Another challenge is due to the reason that 

they can develop anywhere in the brain and can take on nearly 
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any shape or size. Chan [7] stated that in T2-weighted images, 

most malignant tumors can exhibit inhomogeneous signals. A 

well-defined mass with homogenous internal signal intensity 

does not necessarily identify a benign lesion, even though a 

uniform signal on T2-weighted imaging can be a good 

indicator of a benign lesion. 

Manual segmentation is frequently inaccurate because it 

differs between observers [8]. Even manual contouring 

requires much time and is highly variable among and between 

observers. The one's load on medical practitioners makes it 

more difficult and inaccurate. Automated segmentation has 

been suggested to solve this problem [4]. In this paper, we 

have proposed an algorithm to identify precise and effective 

boundary curves of brain tumors in medical images. 

The image segmentation used so far can be defined in 

various ways, including edge-based, region-based, threshold-

based, and many more. 

Sujji et al. [9] used the methods of thresholding for the 

segmentation of brain MRI. This method for segmenting MRI 

brain images improved performances in identifying the region 

of interest. However, it suffered from the drawback of not 

handling multi-channel images susceptible to noise and 

homogeneities in intensity. To improve, Manisha et al. [10] 

used the thresholding and Sobel operator, which resulted in 

better performance in terms of accuracy and efficacy than 

thresholding alone. Even the Canny operator performs well for 

medical images, but these methods take too long time for 

execution. Shanthi and Kumar [11] segmented the brain 

tissues into White matter (WM), Gray matter (GM) and 

Cerebrospinal Fluid (CSF) from the T1-weighted MR Images 

using threshold and region growth methods. The region-based 

method performs well when the borders are difficult to 

distinguish, and the images are noisy. However, it is of limited 

use due to spatial domain restriction; this procedure also needs 

to improve [12]. 

Additionally, conventional techniques, including machine 

learning methods, are frequently employed in MR image 

segmentation. The most common supervised learning methods 

for brain tumor segmentation are Neural networks (NN) [13], 

Convolutional Neural Networks (CNN) [2, 14] and Support 

Vector machines (SVM) [15]. These techniques need the user 

to have prior information on an original dataset, which serves 

as the training set. Then the algorithms decide how to 

differentiate between normal and diseased tissues based on the 

training datasets and apply their findings to experimental, 

unlabeled test datasets. Unsupervised classification, such as K-

Means clustering, fuzzy c-means and self-organisation feature 

maps, requires no prior information about the given dataset. 

The term "unsupervised learning" describes techniques for 

finding patterns in data sets that comprise data points that are 

neither categorised nor labelled [16]. In general, supervised 

algorithms perform better than unsupervised ones at the cost 

of computation time. 

Fuzzy C Means is mainly used for the segmentation of 

medical images. However, it is sensitive to initial cluster 

centres and takes a long time to compute. Arakeri and Ram 

Mohana Reddy [17] resolved these issues by using the 

information about the distribution of grey levels in brain MRI 

images with tumors. Cluster centres and membership 

functions are calculated for these grey levels. Moreover, novel 

objective function accordingly that provides improved cluster 

stability and compactness. The efficiency and accuracy of this 

approach are better than conventional FCM. Sreerangappa et 

al. [18] used a spatial FCM and Level set evolution method to 

segment the brain tumor from MR images by calculating the 

Dice and Jaccard coefficients. K-means, a partitional 

clustering, is widely used to segment the tumor from brain 

MRI images [19, 20], but its performance determines if the 

starting clustering centres are inappropriately chosen. To 

overcome these limitations. K-Means clustering has been 

combined with FCM and supervised learning methods [21, 22]. 

To overcome above mentioned limitations of FCM and K 

Means Clustering. RST-based image segmentation has been 

applied for medical diagnosis, target recognition, and image 

segmentation [23]. 

Inspired by the promising results of RST-based image 

segmentation techniques, the two methods for segmentation of 

tumors from brain MRI images. First is Rough Set-based FCM, 

and the second is Rough Set-based K-Means with little 

preprocessing. FCM is sensitive to cluster centres. In the 

proposed method, the obtained cluster centres are updated with 

the help of a rough set. In K-Means, the number of clusters 

must be defined in advance, and a wrong number of clusters 

may affect the clusters. The cluster centres are optimised using 

a rough set in the proposed method. As a result, RST can be 

used to determine the number of initial clusters, overcoming 

the limitation of the K-means algorithm. These methods have 

been evaluated on two publically available datasets of brain 

MRI. Then the results are compared in accuracy, precision, 

recall, f-measure and execution time. The paper is organised 

as follows: Section 2 presents preliminary knowledge about 

RST, FCM and K-Means, Section 3 describes the proposed 

method, Section 4 focuses on simulation and results, and 

Section 5 depicts the conclusion. 

 

 

2. PRELIMINARY KNOWLEDGE 

 

2.1 Rough Set Theory (RST) 

 

RST was first proposed by Pawlak [24]. It is a helpful tool 

for enhancing the accuracy and reliability of data analysis by 

reducing the number of attributes while maintaining the 

classification ability. It is based on indiscernibility, lower and 

upper approximation, reduction, and other approximations. 

RST involves several steps example, attribute reduction, rule 

extraction, value reduction, and decision rule minimisation. 

The data in the RST is represented in a decision table. Each 

sample object has a section tag that identifies its class. The 

attribute label is a decision attribute, while the remaining 

attributes are known as conditional attributes. Assume that U 

represents the set of all objects in the sample space and A 

represents the set of all their properties [25]. An information 

system is defined as a pair of sample spaces and properties 

such that : U → 𝑉𝑎 . 𝑉𝑎  is called the value set of a. It 

approximates an arbitrary set X by a pair of lower 

approximations and upper approximations. The lower 

approximation is the collection of samples of U that belong to 

X. In contrast, the upper approximation is the collection of 

samples of U that possibly belong to X. 

Due to the complexities and correlation of the image 

information, incompleteness and uncertainty are commonly 

present in the processing process. As a result, regarding image 

processing, RST outperforms general hard computing 

methods. In literature, RST is used in image enhancement, 

image segmentation, image filtering etc. Image processing 

based on RST can produce better results. 
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2.2 Fuzzy C-Means (FCM) Clustering 

 

The fuzzy C-means Clustering (FCM) algorithm is an 

unsupervised learning algorithm where each data can be 

assigned to many clusters. Each data is assigned as 

membership degrees between 0 and 1. Through numerous 

iterations, it searches for the ideal extremes [26]. FCM uses 

Euclidean distance as an objective function, which is a 

distance measure hence the data in the sample space that are 

close to one other will be grouped. In the case of linear sample 

spaces, FCM can produce a good clustering effect. 

FCM only considers image intensity, which is inefficient in 

noisy images. As a result, in poor contrast, nonuniformity, and 

noisy images, this algorithm completely fails. Many 

algorithms were proposed to make FCM noise resistant, 

although most were and still are flawless to some level. 

FCM is a repetitive technique that finds a solution by 

repeatedly updating the cluster centre and membership value. 

Consider the N data samples denoted by X=𝑥1,𝑥2, 𝑥3, … , 𝑥𝑁. It 

must be divided into c-clusters by minimising the following 

cost function. 

 

𝐽 = ∑ ∑ 𝑣𝑖𝑗
𝑛 ‖𝑥𝑗 − 𝑦𝑖‖

2
𝑐

𝑖=1

𝑁

𝑗=1

 (1) 

 

The membership of 𝑥𝑗  with the ith cluster is represented 

by𝑣𝑖𝑗 , 𝑦𝑖as the centre of the ith cluster, and n is the fuzzy index 

[27]. 
 

2.3 K-Means clustering 

 

K-Means clustering is one of the most significant 

unsupervised learning partitional Clustering, which 

MacQueen invented. This method divides the dataset into k 

centroid disjoint subsets, with k being the number of clusters 

previously known. The "centroid" of each cluster in K-means 

corresponds to the arithmetic mean of the data points assigned 

to the cluster. This algorithm estimates the distance between 

all samples and all k centroid clusters iteratively, then places 

each data in the nearest centroid cluster, after which all k 

centroid clusters are recalculated and updated. The process 

continues till the objective function, i.e., the squared error 

function reduced [28]. K-means is an iterative algorithm that 

reduces the total distances between each data and its cluster 

centroid across all clusters. 

The steps to implement the K-means algorithm are listed 

below: 

1. The number of clusters and the centre should be defined. 

2. Find the Euclidean distance (d) among each pixel 

‘𝑝(𝑥, 𝑦)’ and the cluster centre ‘𝑐𝑘’ using the equation below 

for each pixel: 
 

d(x, y) = ‖𝑝(𝑥, 𝑦) − 𝑐𝑘‖ (2) 

 

3. Based on the Euclidean distance, allocate every pixel to 

the nearest centre. 

4. Use the equation below to recalculate the centre's location 

once all the pixels have been allocated. 

 

𝑐𝑘 =
1

𝑘
∑ ∑ 𝑝(𝑥, 𝑦)

𝑥 𝜖𝑐𝑘𝑦 𝜖𝑐𝑘

 (3) 

 

5. Repeat the procedure until the tolerance or error value is 

reached. 

6. Resize and reorganise the cluster pixels to fit the image. 

This Clustering is easy to implement, but it has one 

disadvantage, i.e., a predefined number of clusters is 

challenging. 

 

 

3. PROPOSED METHOD 

 

The proposed algorithm applies a hybrid of a rough set with 

K-Means clustering and a rough set with FCM to the two 

datasets of brain MRI images. During preprocessing, images 

are enhanced to make a clear boundary between the tumor 

region and other tissues. FCM is used on the images after 

preprocessing. The FCM output, or the cluster centres and the 

clusters, is given as an input parameter. Using RST, the cluster 

centres are minimised. All of the computed centres from FCM 

receive the RST. The best minimum subset that preserves the 

correctness of the initial set is returned. These smaller cluster 

centres are employed to isolate malignancies on brain MRI. 

The proposed algorithm for tumor segmentation from brain 

MRI is performed by two methods: 

(i) Tumor segmentation using RST-based FCM; 

(ii) Tumor segmentation using RST-based K-Means. 

These methods are implemented on two datasets of brain 

MRI images. Both methods are divided into image 

preprocessing, cluster centre and cluster formation calculation, 

and reduction of initial cluster centres set by RST. The 

proposed method is applied to two publicly available datasets 

of brain MRI images. 

 

3.1 Tumor segmentation from brain MRI using RST-based 

FCM 

 

3.1.1 Image preprocessing 

The brain MRI images are often low contrast. In order to 

improve the quality of an image, contrast stretching is used. 

To make a clear boundary between the tumor region and other 

tissues, dilation of an image with a disk-shaped structuring 

element of radius (R=8) is used on the image. By extending 

the segmented image's boundaries, this dilation procedure 

improves segmentation accuracy. The obtained images are 

binarised using global thresholding to identify the region of 

interest from the background [29]. This binarised image is 

divided into [8×8] blocks, and all pixels with a grey value 

higher than or equivalent to the threshold value are assigned to 

a single value, and their grey value is set to 255. Otherwise, 

the grey value is 0, signifying that the background area is 

present and these pixels are not included in the object area. The 

following experimental operation must analyse the affected 

brain region; thus, the mask operation restores the grey value 

of the affected brain region. 

 

3.1.2 Fuzzy C- Means clustering 

After preprocessing, FCM is applied on each 8×8 block as: 

i. By selecting c points at random from an image point 

set, the initial cluster centres {𝑃1, 𝑃2,…, 𝑃𝑐} were first created. 

A feature is a data component about an image's content used 

in brain MRI. Features in an image can be individual elements 

like points, edges, or objects. 'n' numeric image features {𝐹𝑖 , i 
=1, 2, n} represent each cluster centre 𝑃𝑖 . For Eq. (1), choose 

a suitable c value (small positive number). 

ii. Randomly initialise the cluster centres V. 
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iii. Then, for each feature𝐹𝑖, its fuzzy membership values 

are given in terms of three fuzzy linguistic sets, namely low 

(L), medium (M), and high (H); each set is characterised by a 

different membership function [9]. Update the membership 

matrix V={𝑣𝑖𝑗}. 

 

𝑣𝑖𝑗 =
1

∑ (
𝑑𝑖𝑗

𝑑𝑖𝑘
⁄ )

2
𝑚⁄ −1

𝑐
𝑘=1

 
(4) 

 

iv. Update the cluster centres using 

 

𝑦𝑗 = (∑(𝑣𝑖𝑗)
𝑚

𝑥𝑖

𝑛

𝑖=1

) (∑(𝑣𝑖𝑗)
𝑚

𝑛

𝑖=1

)⁄  (5) 

 

v. Steps ii) and iii) should be repeated till the minimum 

'J' value (Eq. (1)) is reached. 

As a result, we get an initial set of clustering centres, each 

defined by a combination of fuzzy sets [30]. 

 

3.1.3 Reducing FCM initial cluster centers set by RST 

To reduce the initial cluster centres with the RST, the 

following steps are followed: 

For the initial set of cluster centres, create a decision 

table 

Rough Set uses a table to store data model information. 

Each row represents one or more information or objects. 

Inconsistencies between the facts are common. Data tables are 

known as Information Systems in Rough Set jargon. Input data 

from any domain are therefore represented in the information 

table. When a decision characteristic or attributes are present, 

a decision table is also referred to as such. 

Depending upon the degree of similarity (α) between two 

cluster centres, clusters are assigned as redundant cluster 

centres [31]. 

 

𝑋 ↔ 𝑌, 𝑌 ↔ 𝑍 

𝑋 ↔ 𝑌 ↔ 𝑍 
(6) 

 

If redundant cluster centres X and Y and Y and Z are both 

redundant cluster centres, then X, Y, and Z are all members of 

the same redundant cluster centre. A decision table is 

constructed for initial cluster centres using image features, the 

central point and the radius 'β’ as conditional attributes. Hence, 

a decision table is computed using the value of π -membership 

function [25]. 

Removing redundant cluster centres from the initial set 

of cluster centres 

Reduction theory can be used to optimise the initial cluster 

centre set. The following four decision rules are applied to 

remove the redundant cluster centre from the initial cluster 

centres [32]. 

i. If the image features of two clusters are equal and π-

membership function values are also the same, then the 

decision attribute for both the cluster centres are equal. Hence 

both cluster centres are redundant. 

ii. If the image features of two clusters are equal and π-

membership function values are not equal, then the decision 

attribute for both the cluster centres are equal. Both cluster 

centres are redundant. 

iii. If the image features of the two clusters are not the 

same and π-membership function values are also the same, 

then the decision attribute for both the cluster centres are equal. 

Hence both cluster centres are redundant. 

iv. If the image features of two clusters are not equal and 

π-membership function values are not equal, the decision 

attribute for both the cluster centres are equal. Then both 

cluster centres are not redundant. 

Remove the redundant decision samples from the cluster 

centre's initial setup. Carry out the procedure outlined above 

for each condition attribute until the condition attribute set 

remains unchanged. These reduced cluster centres are used for 

tumor segmentation. To evaluate the cluster quality, accuracy 

is used. Accuracy is calculated as the total of true positive and 

false negative out of true positive, false positive, true negative 

and false negative. 

 

3.2 Tumor segmentation from brain MRI using RST-based 

K-means 

 

The preprocessing (2.1.1) is applied to the images to 

segment the tumor using K-Means-based RST. After the 

preprocessing, K-Means clustering (1.3) is applied to the 

images. As an input parameter, pass the output of k-means 

clustering, i.e., cluster centres with the clusters. 

The cluster centres are reduced using RST (2.1.3). The RST 

is applied to all of the computed centres from K-Means 

clustering. It returns the best minimum subset that maintains 

the original set's accuracy. These reduced cluster centres are 

used to segment tumors from brain MRI. 

 

 

4. SIMULATION AND RESULTS 

 

The MATLAB platform was used to implement each 

simulation experiment. The accuracy of the proposed method 

has been assessed for two publically available datasets of brain 

MRI images: 

Dataset description 

Dataset 1: This dataset is from ‘The Cancer Imaging 

Archive (TCIA) Public Access brain image database. This 

dataset of images is in .dicot format [33]. This brain tumor 

dataset, which includes 3064 T1-weighted contrast-enhanced 

images from 233 patients with three different types of brain 

tumors-meningioma (708 slices), glioma (1426 slices), and 

pituitary tumor (930 slices)-contains three different types of 

brain tumors of [512×512] size. 

Dataset 2: The brain MRI images were selected from an 

available online dataset of images [34]; these dataset images 

are in the .mat file. This dataset includes 274 cases of gliomas, 

including both high-grade and low-grade GBM. The size of 

the images is [512×512]. 

RST-based Clustering is studied for brain MRI images with 

FCM and K-means algorithms. To evaluate the performance 

of RST based FCM and RST-based K-means algorithm, the 

accuracy of the segmentation algorithm and clustering time is 

evaluated on both datasets. 

For image segmentation, RST into FCM and RST into K-

Means are introduced. This helps the FCM and K-Means 

algorithms better converge. 

We compared the performance measures on the first dataset 

on FCM-based RST and K-Means clustering-based RST. We 

observed that K-Means clustering-based RST performed 

better than FCM-based RST in terms of average accuracy, 

clustering time, precision, recall and average F-measure. On 

the first dataset, average accuracy has increased from 97.61 to 
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98.59, average clustering time is reduced from 43.27 to 30.15, 

average precision also increased from 0.98 to 0.99, average 

recall value increased from 0.93 to 0.97, and average F-

Measure also increased from 0.93 to 0.96 (Table 1). 

Figure 1 compares segmentation findings among proposed 

FCM-based RST and K-Means clustering-based RST on the 

first dataset. The first column displays the considered original 

image; the second column shows the findings of FCM; the 

third shows the findings of K-Means clustering; the fourth and 

fifth column shows the findings of FCM-based RST and K-

Means-based RST. 

On the second dataset, we again compared average accuracy, 

average clustering time, average precision, average recall, and 

average F-measure for traditional FCM, K-Means clustering, 

FCM-based RST and K-Means clustering-based RST. The 

average accuracy for FCM is a minimum (of 53.95) and K-

Means based RST is a maximum (of 95.77), the average 

clustering time for K-Means clustering is a minimum (of 

6.256s), and FCM-based RST is a maximum (of 43.27s) 

(Table 2). Figure 2 compares segmentation findings among 

proposed FCM-based RST and K-Means clustering-based 

RST on the second dataset. The first column displays the 

considered original image; the second column shows the 

ground truth image; the third column shows the image after 

thresholding; the fourth and fifth column shows the findings 

of FCM-based RST and K-Means-based RST. Figure 3 

presents the findings of traditional FCM, K-Means clustering, 

FCM-based RST and K-Means-based RST on the second 

dataset. Figure 4 represents the comparison of different 

parameters for segmentation under FCM, K-Means Clustering, 

FCM-based RST and K-Means clustering-based RST on a 

second dataset of images.

 

Table 1. Comparison of different parameters for segmentation under FCM-based RST and K-Means clustering-based RST on the 

first dataset of images 

 

S.No. Image 
Average 

Accuracy 

Average Clustering Time 

(sec) 

Average 

Precision 

Average 

Recall 

Average F-

Measure 

1 FCM based RST 97.61 43.27 0.98 0.93 0.93 

2 
K-means based 

RST 
98.59 30.15 0.99 0.97 0.96 

 

Table 2. Comparison of different parameters for segmentation under FCM, K-Means Clustering, FCM-based RST and K-Means 

clustering-based RST on a second dataset of images 

 

S.No. Image Average Accuracy 
Average Clustering 

Time (sec) 
Average Precision Average Recall 

Average F-

Measure 

1 FCM 53.95 7.245 0.99 0.51 0.67 

2 K-Means Clustering 58.89 6.256 0.99 0.55 0.71 

3 FCM based RST 93.45 43.27 0.97 0.96 0.96 

4 K-Means based RST 95.77 30.15 0.99 0.98 0.98 

 
 

Figure 1. The comparison of FCM-based RST and K-Means 

clustering-based RST for tumor segmentation on the first 

dataset of images 

 

 
 

Figure 2. The comparison of FCM-based RST and K-Means 

clustering-based RST for tumor segmentation on the second 

dataset of images 

 
 

Figure 3. The comparison of FCM, K-Means, FCM-based 

RST and K-Means clustering-based RST for tumor 

segmentation on the second dataset of images 

 

 
 

Figure 4. Comparison of different parameters for 

segmentation under FCM, K-Means Clustering, FCM-based 

RST and K-Means clustering-based RST on a second dataset 

of images 
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5. CONCLUSION 

 

This paper suggests tumor segmentation from brain MRI 

images using FCM-based RST and, in the second method K-

Means clustering-based RST with little preprocessing on two 

publically available datasets of brain MRI images. The K-

Means clustering-based RST performs better than traditional 

FCM, K-Means clustering and FCM-based RST. In 

preprocessing, the image dilation with a disk of radius(R=8) is 

used. Then the binary masking is done on the image, which 

restores the original pixel values more significantly than the 

threshold value. 

Then the FCM is applied to each brain MRI image. FCM 

gives the different clusters their cluster centres. Then the RST 

is applied to these clusters to reduce the redundant clusters and 

confirm the clusters with the help of upper and lower limit 

values. Similarly, K-means clustering is applied on an image 

and after preprocessing in the second method. Resulting in a 

different cluster with their cluster centres; these clusters are 

verified with the help of RST. The results are compared, and 

we concluded that computational time for K-Means-based 

RST is minimum on both datasets. Even the average accuracy, 

precision, recall and F-measure are minimum for K-Means-

based RST compared to the other given methods. The 

proposed algorithm is applied to grayscale images. As the 

brain MRI images are 3D, it will be more beneficial if the 

algorithm works well on them. In future, clustering relational 

datasets in bioinformatics, data, and web mining, rough fuzzy 

c medoids can be used. 
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