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1. INTRODUCTION 

It is well known that the air quality of the environment where 

people live or work affects the well-being of the occupants, as 

well as, in the industrial sector, the microclimatic conditions 

may affect in some cases the performance of the production 

process. Specifically, the microclimatic control is mandatory, 

for instance, in the food industry, in some phases of the 

productive chain of the automotive sector, in the textile sector, 

in hospital buildings and, more in general, in all 

accommodation facilities. All the aforementioned cases 

require the attainment of specific conditions for temperature 

and humidity. On the other hand, the components of the energy 

systems to control such environments should be properly 

designed and optimized in order to reduce the energy 

consumption and pollutant emissions. 

As far as building energy systems are concerned, an 

interesting review of existing models for the simulation of 

energy plants is given in Ref. [1]. In Ref. [2], a direct model 

and an inverse model are coupled together to determine the 

thermal characteristics of buildings. A methodology that 

allows to define a series of dwelling type as a function of 

building, family and environmental characteristics is 

developed in Ref. [3]. Then, for each dwelling type the 

monthly energy consumption is estimated. The development 

of predictive models by using measured and/or forecast 

weather data is fundamental in order to efficiently control the 

energy performance of such systems, as shown in Ref. [4]. For 

example, these models can be used to optimize the smart 

energy grids and reduce the energy consumption [5], to 

manage large scale solar plants for industrial applications [6] 

or to analyze energy consumption of buildings under different 

climatic conditions as given in Ref. [7]. 

Usually, these energy systems are composed of several 

devices in order to achieve the set-point of thermo-hygrometric 

conditions. Hence, it is required to keep track of the energy 

behavior of each device. In Ref. [8], the energy system has 

been modeled through a modular mathematical approach for 

industrial plant simulation. Specifically, each device is 

described by a set of equations based on mechanical and 

thermodynamic laws. In Ref. [6], the authors have developed 

a model in order to simulate solar plants for industrial heat 

applications. Such a model provides an energy consumption 

monitoring of the industrial plants and an optimization of the 

energy performance of the entire system. In Ref. [9] a micro-

CHP plant powered with syngas is used to produce electrical 

and thermal energy for small agro-industries. In this case, a 

balance of mass and energy is employed to compute the 

performance of the system. In Ref. [10], a thermodynamic 

model of a solar hybrid photovoltaic-thermal solar system is 

given. Specifically, the Simulink/MATLAB computing 
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environment is used to model the system components by 

means of a modular approach.  

    The aim of this work is the development of a predictive 

mathematical model for the analysis and optimization of the 

components of the energy systems employed to control the 

microclimate of industrial plants. The entire system is 

simulated by using both the simulation software TRNSYS-17 

[11-14] and an in-house code written in C++ programming 

language so that it can also be used under MATLAB 

computing environment [15-16].  

Among the features of the TRNSYS software, it is worth 

mentioning i) the availability of the source code and of a good 

technical documentation, ii) the modular design which allows 

to represent the building and the plant through components 

(called type) and iii) the ability to connect to other software 

such as TRNBUILD and Excel. As regards MATLAB, it is 

well known that this computing environment allows to 

implement computational models by using either available 

mathematical libraries or by writing new libraries from 

scratch. 

In the present work, a customized simulation model has been 

developed to assess the energy performance of the entire 

energy system in terms of heating/cooling and 

humidification/dehumidification energy consumption. The 

simulations are performed under dynamic conditions by using 

a 1-hour simulation time step and measured weather data. The 

model includes both the air conditioning plant and the 

conditioned environment. As far as the air conditioning plant 

is concerned, temperature and relative humidity of the air that 

flows into the conditioned environment must be strictly 

controlled. As an output, the simulation model provides the 

energy consumption of the air conditioning plant, the heat 

transferred between the controlled microclimatic environment 

and its surrounding and the values of temperature and relative 

humidity coming from the conditioning process. The model 

describes the thermodynamics of conditioning process of the 

environment and allows the evaluation of the influence of 

design variables and of hourly averaged weather conditions on 

energy consumption. In this work, the results obtained by 

using both a C++ code and TRNSYS-17 are compared in terms 

of energy consumption, temperature and relative humidity 

coming from the conditioning process to validate both models.  

In order to evaluate the energy consumption of such energy 

systems under different external climatic conditions, 

simulations are carried out by considering three different 

climatic zones of Italy and three different set-point conditions 

of temperature and relative humidity. Specifically, three 

different cities of northern, central and southern Italy, i.e. 

Turin, Rome and Potenza, are considered. The three set-point 

conditions considered are as follows: i) temperature range 

10°C to 15°C and relative humidity 30% to 40%, ii) 

temperature 20°C to 25°C and relative humidity 40% to 50% 

and iii) temperature 35°C to 40°C and relative humidity 60% 

to 65%. These three different conditions are chosen to account 

for some of the human/industrial activities that require careful 

management of the indoor microclimate such as food 

industries, the painting process in industrial plants and 

greenhouse farming. The results of the entire set of different 

simulations are compared and discussed.  

    This work is organized as follows: first the simulation model 

is described, then the results are discussed in terms of model 

validation and sensitivity to climatic and set-point conditions, 

and, finally, conclusions are summarized. 

2. THE MODEL 

In this section, a detailed description of the model to 

simulate the air conditioning system is given. Specifically, the 

air conditioning plant has been analyzed by using the 

mathematical equations that describe the thermo-hygrometric 

behavior of the moist air. Such equations are used to set the air 

temperature in the first step and relative humidity in the second 

step based on the set-point conditions. 

First of all, the model reads the average hourly weather data, 

in terms of air temperature and relative humidity. Then, the 

temperature of the air mass flow rate is adjusted to get a 

temperature within the set-point range, whereas the relative 

humidity is set to the value corresponding to the temperature 

reached by the air. Based on the temperature bandwidth 

Tmin,setpoint ÷ Tmax,setpoint , if the initial air temperature is lower 

than Tmin,setpoint the heating unit heats the air to reach Tmin,setpoint; 

conversely, if the input temperature is higher than Tmax,setpoint 

the cooling unit cools the air to reach Tmax,setpoint . In order to 

achieve the final temperature within the range Tmin,setpoint ÷ 

Tmax,setpoint , it is necessary to provide or remove thermal energy 

by the air.  

In the heating process, thermal energy is provided to the 

moist air in order to increase its temperature. The thermal 

energy is computed according to: 

�̇�ℎ𝑒𝑎𝑡 = �̇�𝑎𝑖𝑟 ∙ (ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)   [kJ/h]                                     (1) 

where: 

�̇�𝑎𝑖𝑟  is the dry air mass flow rate to be conditioned [kg/h]; 

ℎ𝑜𝑢𝑡 is the final enthalpy of dry air and water vapor mixture 

[kJ/kg]; 

ℎ𝑖𝑛 is the initial enthalpy of dry air and water vapor mixture 

[kJ/kg]. 

On the other hand, the cooling process consists of removing 

thermal energy from the moist air to decrease its temperature. 

The thermal energy for this process is computed according to: 

�̇�𝑐𝑜𝑜𝑙 = �̇�𝑎𝑖𝑟 ∙ (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)   [kJ/h]                                     (2) 

where: 

�̇�𝑎𝑖𝑟  is the dry air mass flow rate to be conditioned [kg/h]; 

ℎ𝑜𝑢𝑡 is the final enthalpy of dry air and water vapor mixture 

[kJ/kg]; 

ℎ𝑖𝑛 is the initial enthalpy of dry air and water vapor mixture 

[kJ/kg]. 

The enthalpy of dry air and water vapor mixture is computed 

according to: 

ℎ = ℎ𝑎 + ℎ𝑣    [kJ/kg]                                                          (3) 

and 

ℎ𝑎 = 𝑐𝑝𝑎 ∙ 𝑇   [kJ/kg]                                                            (4) 

ℎ𝑣 = 𝑥 ∙ 𝑟 + 𝑥 ∙ 𝑐𝑝𝑣 ∙ 𝑇   [ kJ/kg ]                                         (5) 

where: 

ℎ𝑎 is the enthalpy of dry air [kJ/kg]; 

ℎ𝑣 is the enthalpy of water vapor [kJ/kg]; 

𝑐𝑝𝑎 is the specific heat of dry air at constant pressure [kJ/(kg 

K)]; 
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𝑐𝑝𝑣 is the specific heat of water at constant pressure [kJ/(kg 

K)]; 

𝑥 is the humidity ratio of the mixture [kgH2O/kg dry air]; 

𝑟 is the latent heat of vaporization [kJ/kg]. 

The latent heat of vaporization r is computed by using the 

following mathematical expression: 

𝑟 = 2500.8 − 2.36 ∙ 𝑇 + 0.0016 ∙ 𝑇2 − 0.00006 ∙ 𝑇3 [kJ/kg]     (6) 

where T is the temperature in degree Celsius. 

During the heating process, an increase in the air 

temperature yields to a decrease in its relative humidity. This 

is because the amount of the water vapor mass at saturation 

condition increases, whereas the actual water vapor mass 

within the moist air remains the same. Therefore, at the end of 

the heating process, if the air relative humidity is lower than 

the minimum set-point value, the model allows to increase 

such a humidity to reach the minimum set-point value. 

On the other hand, during the cooling process the air 

temperature decreases with an increase of its relative humidity. 

If the temperature overcomes the dew-point value, a part of the 

water vapor within the moist air condenses. Therefore, at the 

end of the cooling process, if the relative humidity is higher 

than the maximum set-point value, the model allows to 

decrease such a humidity to reach the maximum set-point 

value. 

The dew-point temperature is calculated according to Eq. 

(7), which is valid within the temperature range 0÷93°C : 

𝑇𝑟 =  𝑐14 + 𝑐15 ∙ 𝛼 + 𝑐16 ∙ 𝛼2 + 𝑐17 ∙ 𝛼3 + 𝑐18 ∙ (𝑝𝑣)0.1984  [°C]  (7)       (7) 

where: 

𝑝𝑣 is the partial pressure of water vapor [kPa]; 

𝛼 =  log (𝑝𝑣); 

𝑐14 =  6.54; 

𝑐15 =  14.526; 

𝑐16 =  0.7389; 

𝑐17 =  0.09486; 

𝑐18 =  0.4569. 

The second unit of the air conditioning system modifies the 

relative humidity of the air mass flow rate and returns air 

temperature and humidity values within the respective set-

point ranges. Given the relative humidity set-point range 

U.R.min,setpoint ÷ U.R.max,setpoint , if the initial relative humidity is 

lower than U.R.min,setpoint the unit humidifies the air to reach 

U.R.min,setpoint, whereas, if the input relative humidity is higher 

than U.R.max,setpoint the unit dehumidifies the air to reach 

U.R.max,setpoint .  

In order to achieve the relative humidity within the set-point 

range, it is necessary to provide/subtract energy to/from the air 

mass flow rate. The humidification process provides energy to 

the air in order to increase its humidity. The energy required 

for this process is computed according to: 

�̇�ℎ𝑢𝑚𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = �̇�𝑎𝑖𝑟 ∙ (ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)   [kJ/h]                       (8) 

whereas the thermal energy for the air dehumidification is 

computed according to: 

�̇�𝑑𝑒ℎ𝑢𝑚𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = �̇�𝑎𝑖𝑟(ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)   [kJ/h]                     (9) 

where: 

�̇�𝑎𝑖𝑟  is the moist air mass flow rate to be conditioned [kg/h]; 

ℎ𝑜𝑢𝑡 is the final enthalpy of dry air and water vapor mixture 

[kJ/kg]; 

ℎ𝑖𝑛 is the initial enthalpy of dry air and water vapor mixture 

[kJ/kg]. 

It is worth outlining that Eqns. (1) and (8) and Eqns. (2) and 

(9) are based on different initial air conditions. Specifically, in 

the heating/cooling process the air temperature and relative 

humidity are referred to external conditions, whereas in the 

humidification/dehumidification process the initial air 

temperature and relative humidity are those at the end of the 

heating/cooling process. 

At the end of the cooling and dehumidification processes, 

the moist air is characterized by its relative humidity within the 

set-point range whereas the temperature could not. Therefore, 

a possible reheating of the mixture should be taken into 

consideration. This reheat is a process that occurs at constant 

absolute humidity. The reheat energy is computed according 

to: 

�̇�𝑟𝑒ℎ𝑒𝑎𝑡 = �̇�𝑎𝑖𝑟(ℎ𝑟𝑒ℎ𝑒𝑎𝑡 − ℎ𝑜𝑢𝑡)   [kJ/h]                            (10) 

where hout [kJ/kg] is the enthalpy at the end of the 

dehumidification process and hreheat is the enthalpy at the end 

of the reheat process. 

The air mass flow rate is provided by a variable speed fan, 

which is placed downstream of the air conditioning system, in 

order to draw the air flow from the outside thru the air 

conditioning devices to the conditioned environment. The fan 

increases the air pressure to balance the distributed and 

concentrated load losses due to distribution channels, change 

of sections, fittings etc. The air mass flow rate of the fan is 

computed using: 

�̇� = �̇�𝑟𝑎𝑡𝑒𝑑 ∙ 𝛾 [kg/h]                                                        (11) 

where: 

�̇�𝑟𝑎𝑡𝑒𝑑  is the fan nominal air mass flow rate [kg/h]; 

𝛾  is a control signal within the range [0÷1] that adjusts the 

amount of air to be transferred. 

The power supplied by the fan is evaluated with: 

�̇� = �̇�𝑟𝑎𝑡𝑒𝑑 ∙ (𝛼0 + 𝛼1 ∙ 𝛾 + 𝛼2 ∙ 𝛾2 + 𝛼3 ∙ 𝛾3)   [kJ/h]      (12) 

where: 

�̇�𝑟𝑎𝑡𝑒𝑑  is the nominal power of the fan [kJ/h]; 

𝛼0, 𝛼1, 𝛼2, 𝛼3  are coefficients of the polynomial function 

which depend on the actual fan mode of operation. In the 

model a polynomial relationship of the first order is applied, 

i.e. 𝛼0,2,3 = 0    and    𝛼1 = 1 . 

The environment with controlled micro-climatic conditions 

is simulated as a room with specified thermal loss features. 

Hence, inside the conditioned environment, the air may change 

its thermodynamic properties due to such losses. The thermal 

losses are evaluated with: 

�̇� = ∑ (Ui ∙ Ai ∙ ΔTi=1,…,n  )  [W]                                                (13) 

where: 

Ui is the heat transfer coefficient of the i-th wall element of the 

environment [W/m2 K]; 

Ai is the area of the i-th wall element of the environment [m2]; 

ΔT  is the temperature difference between the conditioned 

environment and its surrounding [K]; 
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n is the total number of wall elements. 

Finally, the air extraction system takes care of the moist air 

which leaves the conditioned environment. Such a system 

consists of a variable speed fan and a set of filters to allow a 

primary filtering of the air due to the presence of possible 

polluting particles. 

The layout of the model under TRNSYS-17 environment is 

shown in Figure 1. The model is composed of the following 

three parts: weather data reader (framed with orange line), the 

first air conditioning device in order to adjust the air 

temperature, the second air conditioning device in order to 

adjust the air relative humidity and the variable speed fan 

(framed with red line), the distribution system, the controlled 

micro-climatic environment and the final variable speed fan 

(framed with green line). Both in TRNSYS-17 and in C++ 

code, the weather data input file is provided in .EPW format. 

3. RESULTS 

3.1 Model validation 

In order to validate the model and its implementation, 

simulations of the air conditioning system described in the 

previous section have been carried out by considering the 

weather conditions of the city of Potenza in Italy. Specifically, 

the computations were carried out for a three-day time period 

of May (average weather data for the years 1951-1970 [17]) 

based on the operating conditions given in Table 1. This test 

case will be referred to as a baseline case in what follows. 

The results of the simulations obtained by using the C++ 

code developed in this work, named AC_Code in what 

follows, and those obtained by using the implementation in 

TRNSYS-17 are compared for validation. In order to make a 

fair comparison, in the AC_Code, the latent heat of 

vaporization has been set to a constant value, equal to 2,501 

kJ/kg , which is the value used in TRNSYS-17.  

Figure 2 shows the results in terms of energy consumption 

for the selected three-day time period. The total energy 

consumption consists of heating, cooling, humidification, 

dehumidification and reheat energy contributions. The results 

obtained by using the two implementations are very close in 

terms of heating/cooling and humidification/dehumidification 

consumption, whereas there are some differences in terms of 

reheat energy consumptions. This is due to a different choice 

in the set-point conditions operated by TRNSYS-17 code with 

respect to AC_Code. Figure 2 shows that the most part of 

energy is required during heating, whereas cooling, 

humidification and reheat energy requests are less. The 

dehumidification process contributes to the total energy 

consumption to a small extent.  

Figure 3 shows the hourly energy consumption versus time 

in the three-day time period of May in terms of heating and 

cooling energy consumption. Analogously, Figure 4 shows 

some details about the energy consumption in the same period 

of time as regards humidification and dehumidification. This 

time frame has been chosen because it includes all forms of 

energy consumption i.e. heating/cooling and humidification/ 

dehumidification. Figures 3 and 4 show that the results 

obtained with AC_Code and those obtained with TRNSYS-17 

are on top of each other. 

 

Table 1. Operating conditions for the model validation 

 
City Potenza 

Temperature range  22÷25 °C 

Relative humidity range 55÷60 % 

Air mass flow rate 47,000 kg/h 

Rated fan power 25 kW 

Motor efficiency 0.9 

Motor heat losses fraction 0.1 

Simulation time  1÷72 h 

 

 
 

Figure 2. Baseline case: energy consumption for the three-day 

time period of May obtained with AC_Code and TRNSYS-17 

3.2 Sensitivity to different climatic conditions 

In order to analyze the performance of the air conditioning 

system under different climatic conditions, three Italian cities, 

i.e. Turin, Rome and Potenza, have been considered, which are 

characterized by climatic conditions quite different from each 

other. The weather conditions during the one-year time period 

for the three cities are extracted from the database of the Italian 

Climatic data collection “Gianni De Giorgio” (IGDG) based 

Figure 1. Simulation model layout with TRNSYS-17 
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on a 1951-1970 time period of records, available at the link 

https://energyplus.net/weather/sources [17]. For instance, 

Figures 5 and 6 show the climatic conditions of the three cities 

in January by considering average yearly weather data for the 

years 1951-1970. Specifically, Figure 5 shows the outside air 

temperature, while Figure 6 shows the outside air relative 

humidity in the same time frame. In addition, Figures 7 and 8 

show the climatic conditions of the three cities in July by 

considering average yearly weather data in the period 1951-

1970. Figure 7 shows the outside air temperature, whereas 

Figure 8 shows the outside air relative humidity. In all figures, 

gray color curves refer to Potenza, blue color curves refer to 

Rome and green color curves relate to Turin. 

 

 
 

 
 

Figure 3. Baseline case: heating/cooling energy consumption 

vs time in the three-day time period of May obtained with 

AC_Code and TRNSYS-17 

 

 

 

 

Figure 4. Baseline case: humidification/dehumidification 

energy consumption vs time in the three-day time period of 

May obtained with AC_Code and TRNSYS-17 

 
 

Figure 5. January: outside air temperature in Potenza, Rome 

and Turin 

 

 
 

Figure 6. January: outside air relative humidity in Potenza, 

Rome and Turin 

 

 

 

Figure 7. July: outside air temperature in Potenza, Rome and 

Turin 

 

 

 

Figure 8. July: outside air relative humidity in Potenza, 

Rome and Turin 

 

The energy requirement has been computed by using the 

AC_Code under the assumption that the air conditioning 

system was located in the three cities. Table 2 summarizes the 

operating conditions for the three simulations. 
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Table 2. Operating conditions for the sensitivity analysis to 

climatic conditions 

 
City Turin, Rome, Potenza 

Temperature range  22÷25 °C 

Relative humidity range 55÷60 % 

Air mass flow rate 47,000 kg/h 

Rated fan power 25 kW 

Motor efficiency 0.9 

Motor heat losses fraction 0.1 

Simulation time 1÷8,760 h 

 

The results are given in Figure 9 and are compared in terms 

of total energy consumption. Such results are obtained by 

considering the three different climatic conditions during a 

one-year time period (average yearly data for the years 1951-

1970). The results show that the energy consumption in Turin, 

which is located in northern Italy, is higher than the energy 

consumption in Potenza and Rome, which are located in 

southern and central Italy, respectively. 

This is an interesting result even if Turin and Potenza belong 

to the same climatic zone according to the current Italian 

legislation [18]. 

 

 
 

Figure 9. Total energy consumption in Potenza, Rome and 

Turin 

 

Further considerations can be drawn from Figure 10, where 

the total energy consumption is divided into heating, cooling, 

humidification, dehumidification, reheat, together with the two 

fans energy contributions. The orange, yellow and green color 

columns refer to Potenza, Rome and Turin, respectively. 

Figure 10 shows that the heating and humidification energy 

consumption in Potenza is higher than in the two other cities, 

due to the relative cold winter and mild summer that 

characterize the climate in Potenza, whereas cooling, 

dehumidification and reheat contributions are relatively low. 

This is also confirmed in Figures 11-13, where the different 

contributions are represented on a percentage basis. Moreover, 

Figure 10 shows that the humidification energy follows the 

same trend of the heating consumption, since usually the 

heating process is coupled with the humidification process. On 

the other hand, cooling, dehumidification and reheat show the 

same trend, since cooling is usually followed by 

dehumidification and, eventually, by reheat. Specifically, 

reheat process can occur only after the 

cooling/dehumidification process is completed in order to 

increase the air temperature and reach the set-point conditions. 

Furthermore, Figure 10 shows that, among the three cities, 

Rome is characterized by the highest demand in terms of 

cooling, dehumidification and reheat energy. In fact, as also 

shown in Figure 12, the energy request in Rome is more 

uniformly distributed in terms of different contributions with 

respect to Potenza, even if the highest energy consumption is 

due to the heating process, followed by the cooling process. 

On the other hand, the energy request of Turin is between 

Potenza demand and Rome demand for all the energy 

contributions, except for the fans energy consumption which 

is constant for all cities, since it does not depend on the climatic 

conditions. On a percentage basis, the energy consumption in 

Turin is divided among the different processes similarly to 

Potenza, as shown in Figure 13. In fact, the highest energy 

request is due to the heating and humidification processes. 

 

 
 

Figure 10. Sensitivity of energy consumption to different 

climatic conditions 

 
 

Figure 11. Contributions to energy consumption – Potenza 

 

 
 

Figure 12. Contributions to energy consumption – Rome 

 

 
 

Figure 13. Contributions to energy consumption – Turin 
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3.3 Sensitivity to set-point conditions 

 

In order to analyze the energy consumptions of the air 

conditioning system under different set-point conditions, three 

cases have been considered by using the weather data of 

Potenza. The three different set-point conditions are given in 

Table 3, together with the entire set of operating conditions. 

Case A refers to the lowest temperature and relative humidity 

ranges, Case C accounts for the highest temperature and 

relative humidity ranges, whereas Case B is intermediate 

between the other two cases. 

 

Table 3. Operating conditions for the sensitivity analysis to 

different set-point conditions 

 
City Potenza 

Temperature range  Case A: 10÷15 °C 

Case B: 20÷25 °C 

Case C: 35÷40 °C 

Relative humidity range Case A: 30÷40 % 

Case B: 40÷50 % 

Case C: 60÷65 % 

Air mass flow rate 47,000 kg/h 

Rated fan power 25 kW 

Motor efficiency 0.9 

Motor heat losses fraction 0.1 

Simulation time 1÷8,760 h 

 

The results of the simulations obtained by using AC_Code 

are shown in Figure 14. The orange color column is referred to 

Case A, the yellow color column regards Case B, whereas the 

green color column is referred to Case C. By 

increasing/decreasing the set-point temperature range, the 

energy demand for the heating/cooling process increases. 

Thus, Case A is characterized by the highest cooling energy 

request compared to the other two cases, whereas Case C does 

not require energy for cooling since the outside air temperature 

is always lower than Tmax, set-point. The humidification energy 

request follows a trend similar to the heating energy request 

since in all cases the relative humidity set-point range 

increases with the temperature range. Besides, the cooling and 

the dehumidification processes have a similar trend. The reheat 

energy demand follows the same trend of the dehumidification 

process, as expected. Again, fans energy consumptions do not 

depend on the set-point conditions. 

 

 
 

Figure 14. Sensitivity of energy consumption to different set-

point conditions – Potenza 

 

 

4. CONCLUSIONS 

 

This paper deals with the development of a predictive 

computational model for the analysis and optimization of the 

energy systems used to control the environment microclimate 

in industrial plants in terms of thermo-hygrometric conditions. 

A new software tool, named AC_Code, has been developed 

which is able to predict the energy consumption of the different 

processes involved in the air conditioning system, i.e. heating, 

cooling, humidification and dehumidification/reheat. Such a 

tool can be also used to design more efficient air-conditioning 

systems. The simulations can be carried out on an hourly basis 

if the hourly-averaged outside air conditions, in terms of 

temperature and relative humidity, are given.  

First, the code has been validated by comparing the results, 

in terms of heating/cooling and humidification/ 

dehumidification energy consumption, with those obtained by 

using TRNSYS computing environment.   

Then, in order to analyze the behavior of the air conditioning 

system under different climatic conditions, three cities, i.e. 

Turin, Rome and Potenza, have been considered to carry out 

comparisons. As expected, the results show that Potenza and 

Turin, which are rather cold during winter season, require a 

heating energy consumption higher than Rome. On the other 

hand, Rome is characterized by a higher cooling energy 

demand than Turin and, even more, than Potenza. Moreover, 

the trend of humidification/dehumidification energy 

consumption is similar to the heating/cooling energy demand. 

Finally, simulations with three different set-point thermo-

hygrometric conditions are carried out for the same city, i.e. 

Potenza. As expected, the case, characterized by the lowest set-

point ranges of temperature and relative humidity, has a 

heating and humidification energy demand lower than the 

others two cases. On the other hand, the case characterized by 

the highest set-point ranges of temperature and relative 

humidity does not require cooling and dehumidification 

energy since the outside air temperature is always lower than 

the maximum set-point condition for both temperature and 

relative humidity. 
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NOMENCLATURE 

�̇�  mass flow rate, kg/h 

ℎ  enthalpy of dry air and water vapor 

mixture, kJ/kg 

𝑐  specific heat, kJ/(kg K) 

𝑥 humidity ratio of the mixture, kgH2O/kg 

dry air 

𝑟 latent heat of vaporization, kJ/kg 

𝑝  partial pressure of dry air, kPa 

�̇�  nominal power of the fan, kJ/h 

U heat transfer coefficient of the wall 

elements of the environment, W/m2 K 

A area of the wall elements of the 

environment, m2 

ΔT temperature difference between the 

conditioned environment and its 

surrounding, K 

 

Greek symbols 

 

𝛾 control signal within the range [0÷1] 

 

Subscripts 

 

air fluid (air) 

in initial state 

out final state 

a dry air 

v water vapor 

pa dry air at constant pressure 

va water at constant pressure 

rated nominal value 

i i-th wall element of the environment 
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