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Biometric engineering is one of the most important and modern fields that affect human 

life directly. It can be considered as a new technology relatively, that is used for identity 

verification and/or the identification of persons depending on their physiological features, 

which include the morphological, biological, and characteristics of their behaviors. Many 

types of biometric recognitions are used depending on features of eyes, faces, hands (palm 

and/or fingerprints), voice, and many others. All the works before were focused on persons’ 

detection only but nor on their ages. This feature (age) considered as one of the not solved 

problems in the field of detection. In this paper, the palm recognition model consisted of 

many steps. The first step related to palm detection. Other techniques used to remove noisy 

portion from extracted image. After preparing images for training, a deep neural network 

represented by convolutional neural network is selected. A new idea and method 

(mechanism) is used. Palm print features' recognition algorithm depending on 

Convolutional Neural Network (CNN) is presented for recognizing individuals (persons 

recognition in different ages’ classes). Palm print technique is depended for different ages’ 

classes. The dataset is selected firstly for many known persons with different ages, for each 

person many palm image items are trained and tested using deep learning techniques. As 

mentioned, the CNN method is used for the training purpose, which means the recognition 

must be done depending on the CNN deep learning algorithm. The FAR and GAR factors 

are used to measure the performances of the recognition.  The given results shown that the 

selection of the palm instead of other features types makes the recognition easier. More 

than 96% of the results were accurate. Also, the used algorithm which included the CNN 

had competitive performance, the algorithm succeeded to separate between the features 

according to the persons’ ages. The overall process is completed within 0.01×10-6 second, 

which can be considered fast and suggested to be used in real time. 
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1. INTRODUCTION

Figure 1. Palm used as a part of hand 

Most of the biometric system designs are based on gathering 

information from one of those parts of the body and are used 

to identify the person, this information can be in a form of 

voice, fingerprint, hand geometry, palm print (Figure 1), iris, 

and etc. The palm print represents the main internal part of the 

hand, thus for each person; two palms are there, one in each 

hand. The palm print has been studied and used in the field of 

biometric engineering [1, 2]. Any biometric study is usually 

based on five main factors [3, 4]. These factors, (Figure 2) are 

represented in terms of: accuracy, security, environmental 

constraints and user acceptance, computation speed, and 

finally cost. There are many types of palm print recognition 

feature extractions types [5, 6]. 

The bulk of current palm print identification research, like 

deep learning approaches, frequently train discriminative 

features from palm print photographs, which generally require 

a large number of labeled samples to obtain a decent degree of 

recognition [7, 8]. 

The five factors listed above are taken, generally, into 

account during a system evaluation. This evaluation is used 

according to the given results of the used application or system. 

The evaluation process is very important for reliability 

purposes. Whenever these factors show that the designed 

system is not as good as needed, it must be re-designed or be 

enhanced to obtain good results. The most important one 

among the mentioned factors is accuracy. The accuracy is 

mostly related to the non-error ratio that is usually used for 

performance measurement and security. The False Acceptable 
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Ratio (FAR), False Rejected Rate (FRR) and the Genuine 

Accepted Ratio (GAR) can be used for this purpose. The speed 

is also considered as an important factor according to that the 

applications of this field are mostly used in real time. The 

security is also highly needed and depended to measure the 

activity of the developed application; any error might lead to a 

big problem in systems or the organizations in which the used 

application is depended [9, 10]. Finally the user acceptance 

and the application’s cost were also depended as factors of 

measuring the application or the biometric system. These 

factors were considered as deep learning factors and depended 

today in most of the fields that depend on recognition, 

detection inside the classification, and highly accurate results 

can be obtained in many papers when deep learning is used 

[11-14]. 

Figure 2. Biometrics factors 

In recent works, ANNs, PCA, and other techniques are used 

for palm print recognition. The key difference between 

conventional machine learning and deep learning like CNN is 

that deep learning requires feature extraction internally, while 

feature extraction in traditional machine learning is performed 

separately. In this paper, and due to the advantages mentioned 

above, the CNN technique is used. The palm print for many 

classes is detected and recognized (classified) using CNN. 

2. LITERATURE REVIEW

For high authentication successful system, biometric 

engineering has been used in most of these related works, there 

are many hundreds of researches in this area, Tee Connie et al. 

proposed an automated palm print recognition method based 

on PCA [15]. Patprara Tunkpien used the compact extraction 

of theory lines method from images of palm prints using 

consecutive filtering operations in another study [16], where 

the image is smoothed first, then worked on this piece. The 

palm print photographs are subjected to a variety of filters. 

Connie et al. [17] suggested palm print identification using the 

PCA and the use of ICA [15]. Sina Akbari Mistani et al. [18] 

proposed a new method for improving the efficiency of palm 

print recognition systems by using multispectral analysis of 

hybrid features. A novel preprocessing method for DCT 

domain palm print identification is presented by Imtiaz et al. 

[19]. Using a two-dimensional discrete cosine transform (2D-

DCT), the feature extraction process is carried out locally in 

this technique. A strong survey for most palm print recognition 

systems has been studied in addition to these works [18, 20]. 

The obtained results are assessed using an intelligent palm 

print recognition method in terms of verification and 

recognition rate. The number of individuals correctly detected 

by the biometric device is known as the correct recognition 

rate. The FAR and, on occasion, the FRR are used to calculate 

the verification rate. For the total number of not legitimate 

accesses, the FAR is the percentage of approved not genuine 

statements. The FRR is the proportion of legitimate claims that 

are refused out of all legitimate accesses. Any biometric 

device must have the lowest feasible FAR and FRR in order to 

work properly. Jaspreet Kour et al. made a study about palm 

print recognitions; many existed algorithms about palm print 

recognition are discussed, used, and analyzed. A simple 

approach to preprocessing and region of interest (ROI) for 

extraction has been used [2, 21, 22]. The available databases 

were finally examined and analyzed. This field's research has 

not come to a halt yet, and it is still improving and expanding 

at a rapid rate. Due to all the previews works in the field of 

detection and recognitions, especially for those done 

depending on the palm print, there are no classification and 

detection studies is done to detect and classify persons 

according to their ages. In this paper, these ideas will be 

considered during the detection, recognition and the 

classification steps. Regarding to the mentioned and the other 

hundreds not mentioned studies, the ages are not considered in 

the separation and classification processes. Two novel 

components make up the mechanism that this study suggests. 

Designing a pre-processing module that automatically aligns 

palm print photos captured with a peg-free sensor is the first 

step. In this module, the hand picture is separated from the 

backdrop and the middle of the palm is isolated for 

identification. Second, a thorough comparison and analysis of 

three different subspace projection approaches principal 

component analysis, fisher discriminant analysis, and 

independent component analysis is performed using a typical 

palm print database. 

3. CNN DEEP LEARNING

As a modern method used to spatially detect and classify in 

practices, deep learning methods are used [8, 13, 23]. The 

learning used in both academic and practical fields of 

application is used in the application of recognition such as 

image recognition and voice recognition. The primary 

distinction between deep learning and standard machine 

learning is that feature extraction is already included internally 

in deep learning, but it is not automatically done in classic 

machine learning. 

One of the most common examples of a learning machine 

in recent years relies on a deep learning approach, if not, it is 

known as the Convolutional Neural Network (CNN). It has 

been widely adopted once it is detonated in the visual 

computing area. CNN exploitation that is for facial treatment 

and facial recognition is noteworthy. The CNN network is 

used to oversee machine learning methods that may extract the 

"deep" information from a data set using a strict example based 

on training in the sense; this method resembles how the human 

brain operates when using any type or method of the learning 

process. CNN has been applied successfully to the image for 

feature extraction, person and object recognition as well as 

image segmentation. As shown here, the explosion has been 

on CNN used in recent years according to their ability to 

recognize complex features using the non-linear multi-layer 

architectural type. The origin of CNN dates back to the 
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beginning of 1990. The prevailing skepticism of CNN used 

depends usually on the assumption according to whether the 

feature extraction while using the gradient asset should always 

be appropriate. 

A typical CNN variant called the multi-layer perceptron 

(MLP) has numerous convolution layers that came before 

subsampling (pooling) layers and FC layers at the very end. 

Figure 3 displays a CNN architecture example for image 

classification. 

In the feature extraction procedure, a convolution tool is 

utilized to find and separate the distinctive qualities of a 

picture for examination. The feature extraction network has 

several pairs of convolutional or pooling layers. A fully 

connected layer that uses the previously recovered features 

and the output of the convolutional process to classify the 

images. This CNN feature extraction approach seeks to extract 

the fewest number of features from a dataset as is practical. By 

integrating the features of an initial collection of features into 

a single new feature, it develops additional features [24]. 

Figure 3. An example of CNN architecture for image 

classification 

The main argument used was gradation based on methods 

of improvement, which leads to falling to the local minimum. 

In recent years, these assumptions are often abolished due to 

the promising results of CNN produced across many areas of 

research. Because of this time, deep artistic models drawn 

from art, which rely on CNN structures, are used mostly in the 

visual fields that are computed [25, 26]. 

4. MORPHOLOGICAL OPERATIONS

The morphological operation is one of the most important 

techniques used in image processing and other fields. This 

technique includes removing the unwanted parts of images and 

restructuring the parts that are eroded. Thus, two types of 

operations are included in morphological operation: erosion 

and dilation [11]. These two operations are done; the erosion 

is used for thinning the object, while the dilation is used for 

size increasing (Figure 4). 

Figure 4. Dilation and erosion 

To do that, a suitable element must be used; this element is 

represented in a rectangular matrix of ones and zeros, the ones 

are active points in the matrix while the zeros are not [5, 27, 

28] (Figure 5).

Figure 5. Representation of elements 

5. METHODS AND RESULTS

In this work, the Matlab environment 2019, that is installed 

in a laptop type Acer, which has processor Intel(R) Core(TM) 

i3-4030U CPU @ 1.90 GHz, 4 GB RAM, 500 GB hard 

memory, 64-bit operating system, x64-based processor, 

windows 10 Pro is used. According to the biometric system 

based on one or many of the sense elements in the bodies of 

humans [13, 29-31], and because of being less practiced and 

less rigging than others, the palm print is used here for 

recognition and authentication.  

The steps of palm recognition model consist of many steps. 

The first step related to palm detection, the palm should be 

extracted from the whole image that include part of hand and 

its fingers in addition to palm region, the image processing 

technique is used for this purpose. Other techniques are used 

to remove noisy portion from extracted image. These steps are 

collected together in steps for the purpose of ROI selection of 

the images which are used to train neural network. After 

preparing images for training, a suitable neural network model 

has to be prepared. A deep neural network represented by 

convolutional neural network is selected. In the following 

paragraphs and sections, many details about the mentioned 

steps are described. 

In this work many classes are used, which contains palms 

of many persons, in different ages, these palms are captured 

firstly using a camera, this can be done in different 

environments and lighting cases. The palm recognition system 

used here has two phases; the first one is the training phase, 

while the second is the testing phase, Figure 6. The training 

phase includes constructing a data set that represents several 

images (palms' are included) with twenty-one classes; twenty 

of these classes are depended for the users which are separated 

according to the ages (20-60) years, while the other class for 

the stranger (same range of ages). 

Figure 6. Steps of palm’s detection work 
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Each class contains 100 images and ten persons, ten images 

for each person. Whenever a data set is selected, each image 

in this set of data must be entered into the detection phase to 

capture the hand and crop it from the whole image. In this 

work, white background for the images is used. The first step 

in the detection phase is to convert the image into a grayscale 

format, and then convert the grayscale format into binary 

format; after that, an opening morphological operation is 

applied to remove noise and small noisy pixels from the image. 

The region properties tools are used to get a boundary box of 

the interesting area and create a new image that contains the 

region of interest (ROI), of the original image as shown in 

Figure 7. After the detection is completed, the selected items 

have to be trained and classified. The CNN is used to train the 

system and classify the data according to the input dataset 

(Kumari and Seeja, 2020). As mentioned before, the dataset is 

classified into 21 classes as shown in Figure 8, each one of the 

classes has a range of ages as shown in Table 1. 

Table 1. Classes information relating to the ages 

Class 

No. 

Range of 

Age 

(Years) 

No. of 

People 

No. of 

Images 

/Person 

Total No. 

of Images 

1 20 - 21 10 10 100 

2 22 - 23 10 10 100 

3 24 - 25 10 10 100 

4 26 - 27 10 10 100 

5 28 - 29 10 10 100 

6 30 - 31 10 10 100 

7 32 - 33 10 10 100 

8 34 - 35 10 10 100 

9 36 - 37 10 10 100 

10 38 - 39 10 10 100 

11 40 - 41 10 10 100 

12 42 - 43 10 10 100 

13 44 - 45 10 10 100 

14 46 - 47 10 10 100 

15 48 - 49 10 10 100 

16 50 - 51 10 10 100 

17 52 - 53 10 10 100 

18 54 - 55 10 10 100 

19 56 - 57 10 10 100 

20 58 - 59 10 10 100 

21 Strangers 10 10 100 

Figure 7. ROI (region of interest) 

The CNN trains the network to classify any input image into 

one of the 21 classes. In this training phase, the data has to be 

separated into two parts, the first one is for the training purpose, 

which represents 70% of the images, while the second part 

represents 30% of the input images; this part represents the 

validation of the system. The accuracy of the given results for 

the training images has reached 96%; that represents the 

validation of the system that is given in Figure 9, the average 

required time required to obtain the result was equal to 

(0.01×10-6
) second. This consuming time is very small and 

give a good impression to use the system in real time 

applications.  

Figure 8. The twenty-one classes 

Figure 9. System validation 

If any of the given images (Palms) has to be tested, the 

sequences shown in Figure 10 must be used, which includes 

reading the images, palm detection, classification stage and 

then selecting the related class. 

Figure 10. Testing system steps 

As mentioned before, the classifier depends on CNN, 

according to this classifier; the system decides to which class 

the image belongs. Finally, during the testing process, the 

following results for each user were obtained as depicted in 

Figure 11. 

Figure 11. Testing system results 
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Diagram Figure 12, shows the statistical results for all of the 

twenty classes used in this paper. 

Figure 12. System statistical results 

6. CONCLUSIONS

The CNN method is used in this paper for the purpose of 

training and classification, this method can be considered as 

one of the modern, newest and best methods used in this field. 

The classes of depended data are separated according the ages 

of the selected persons (data set). Each class included ten 

persons within a known range of age, with ten images for each. 

According to the obtained results, more than 96% of the 

processed images data (processed results) using the proposed 

method are accurate. This proposed method gives better results 

in compared with the other intelligent methods. Referring to 

the reviewed and the presented papers, it is the first time to 

classify the data set (persons) according to their ages and 

separating them into classes, especially when the palm print 

recognition technique is used. It is suggested to apply this 

method and the depended mechanism for more than these 

number of classes (21) inside increasing the number of peoples 

for each class without reducing the accuracy. The average 

needed time to complete the work which was equal to 

(0.01×10-6) second, make the used method considered as a 

high-speed system, which can be suggested to be used in a 

real-time. Regarding to the mentioned results, it can be 

concluded that the system is able be used as a biometric model 

to recognize persons in many applications, and for different 

ages. 
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