Deep Learning Networks for Non-Destructive Detection of Food Irradiation
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ABSTRACT

The authenticity of food and the guarantee of its validity has become of great importance nowadays. One of the most crucial methods for getting rid of food pollutants is food irradiation. Therefore, utilising deep learning algorithms, this work proposed an effective and non-destructive way for identifying foods that have been exposed to gamma radiation. In place of the conventional destructive method for irradiation detection, deep learning technology is suggested in this research as a quick and non-destructive alternative. The proposed method is based on the detection of the changes of the spectrum of the radiation samples. The method is tested over apple images samples, which are irradiated by 0.5, 1, 1.5, 2 and 2.5 Kgy. The findings demonstrated that employing imaging processing technology, it was possible to accurately identify food that had been exposed to radiation. The deep learning boosts the score to 94% - 100%, thus improving machine learning method results from 85%. The suggested method is of great importance due to its usability, fast measurement and no need for special skills or sample preparation.

1. INTRODUCTION

Ongoing research around the world is now working on the validity of food and making sure that it is free of viruses and microbes, hence the importance of sterilization methods.

The safety of using irradiation on food has been approved by the FDA, but there are still some consumers who do not fully accept it. In this procedure, ionising radiation—specifically, gamma rays, electron beams, and X-rays—is used to kill bacteria. Irradiation is still a recognised method, despite some nations only approving it for specific products [1, 2].

Food processing with radiation is the primary technique to eliminate food contaminants and obtain food free of microbes, fungi, and parasites harmful to human health. Food irradiation is done by exposing samples of fruits and vegetables to a specific amount of ionizing rays, such as gamma rays, which prevent budding and delay ripening and mold growth in addition to killing microbes, insects, worms, and parasites, which leads to food preservation as long as possible in a safe and secure manner [3].

It is important to make sure that the food samples are exposed to the appropriate doses before handling it. Therefore, there are different ways to detect whether the food is radioactive or not, and there are many of them that are internationally recognized, which are the physical and chemical methods, but they are very expensive and time-consuming [1, 2] in analysis in addition to being destructive to food samples.

Food irradiation refers to a method used to avoid spoilage, eliminate foodborne pathogens, and eradicate harmful bacteria, pests, or parasites. The assurance that fresh fruits and vegetables satisfy specified standards is typically the main criterion used to evaluate their quality and safety for ingestion.

External characteristics such as size, shape, colour, gloss, and consistency, as well as texture (firmness, crispness, and toughness) and flavour (sweetness and sourness), are included in these standards.

Our challenge is how to detect irradiation effects on food samples that can see as normal by using image processing machine learning such as Linear discriminate analysis (LDA), and deep transfer learning (DTL) [4].

A non-disruptive method is necessary to detect irradiated foods in order to ensure adherence to current regulations, enable consumers to make informed choices and simplify international food trade.

The irradiation detection methods can be classified as analytical methods such as chemical methods, biological methods, and so on. These methods have different degrees of development. Prior to last year, it was possible to judge the quality of food by preserving accuracy, dependability, and consistency while removing the subjectivity of manual inspections [5].

One of the most popular physical methods for the detection irradiation effect is electron spin resonance (ESR) [6, 7]. It was discovered that a variety of variables, including fruit type and radiation dose, influence the effectiveness of ESR detection. The appropriate ESR device is required for the ESR process. If the seeds are ground, the sample will be lost. GC/MS (gas chromatography/mass spectrometry) is a chemical applied to the detection of volatile hydrocarbons. to apply all of these tests the customer will lose the sample for exposure to grinding operations and laboratory settings for testing.

Additionally, the use of software for image processing as a non-destructive tool for classifying and identifying fruit damage is growing globally. Lots of research have been done based on apple because it is a tactical fruit in the fruit and...
vegetable market. The primary characteristic of gamma-ray irradiation is that fruit does not change much in appearance after exposure to radiation that is clearly apparent to the naked eye. Therefore, by grading and tracking the colour evolution of apples using RGB image vision cameras, this research provided a non-destructive way for identifying apples exposed to radiation. Using deep learning algorithms, this technique recognises differences in the colour intensity of the sample before and after exposure to radiation dose on the same day.

Deep learning (DL) plays a significant role in statistics and predictive modeling across various domains. It involves gathering vast quantities of data and scrutinizing it to construct several predictive models that help identify trends and patterns present in the data [8, 9].

A machine can extract features from raw information for detection, classification, or regression via representation learning. Through the use of deep artificial neural networks (ANNs) with several layers, deep learning is a type of representation learning which improves multiple layers representation. The powerful feature-learning capacity of DL enables it to address numerous complicated problems quickly and efficiently [10].

The powerful automatic feature learning capability of deep learning has led to its application in vital fields such as medical fields and food sciences. This includes tasks such as recognizing food categories, detecting fruit and vegetable quality, and estimating food calories. DL models have demonstrated their strong abilities in classification and regression tasks, but their effectiveness largely depends on having a sufficient amount of data that accurately represents the specific problem [11, 12]. The classification machine learning models with a convolutional neural network produced a high success rate for size and appearance classification [13, 14] in many applications such as the potato quality grading system, which is based on machine learning models that contain 3D potato appearance data [15, 16].

Applying a deep learning algorithm to detect the irradiation effect on the food sample and having the ability to classify samples that were exposed to radiation from those that were not, and this is the main goal of this research.

The article is divided into the following five sections: Section I introduces the problem and recent research in the field. Section II related work section III explains the proposed algorithm, while section IV demonstrates the acquired results. Finally, section V summarizes the main study findings.

2. RELATED WORK

Many research investigations use image processing as a non-destructive way for classifying and identifying fruit deterioration. In order to provide consumers with food products that are free of defects, food quality evaluation is crucial.

The assessment of the food industry continues to rely heavily on manual inspection, which is not only tedious, laborious, and expensive but also prone to subjective and inconsistent evaluation results due to physiological factors. Quality is a critical aspect of the modern food industry because the success of a product in today's highly competitive market is largely [11-13] dependent on its high quality. The quality of a substance determines its internal and exterior properties [14-16]. The observation of the dehydration procedure involved more than simply measuring weight and moisture content. It also entailed the use of computer vision to visually analyze [17, 18] alterations in the food's appearance. The advantage of utilizing these techniques is that they are non-invasive and can be put into practice without requiring costly laboratory equipment.

The crucial visual characteristics that were identified in the three RGB channels and are entropy, skewness, and contrast. The use of RSM (response surface methodology) in the Htike algorithm, while section IV demonstrates the acquired results.

3. PROPOSED METHOD

Our work suggests a method to classify samples that were exposed to radiation and that didn’t. The method is based on deep learning algorithms. The basic step is database collected by using a RGB camera and capturing images before and after radiation.

3.1 Experimental design

In designing our experiment there were three main points of experiment construction. The first point is to choose a specific type of fruit, and apples have been given because they are common fruits around the world. The second point is the exposure of samples to radiation with appropriate and internationally recognized doses. The third point is how to deal with images and analyze those using appropriate algorithms.

3.2 Apple data set

The first step is how to build and get the idealized model photography with standards capturing image system and preparing the sample to build the database for analysis.

The apple fruit imaging device for capturing images must be standardized. So, the place of imaging is adjusted to, the place of the camera is fixed, and the distance between the camera and the samples is adjusted to 30cm. The lab equipment comprises of a Sony Cyber-shot W200 high-performance 3CCD (three Charged Coupled Devices) camera.

Golden apples were purchased from local stores for the experiment and stored at (4°C) refrigerated temperatures.

A total of three apples without any physical defects (which can be identified visually) were randomly selected for each radiation dose for irradiation dose they formed a range of natural commercial color variations.

Each group contains a sample of apples, and each apple has a label specifying the radiation dose group on it. For each sample, three pictures are taken from three distinct angles, including the apple’s label, its right and left sides, and its back. we have three apples with three sides for everyone and we have five groups according to the dose then we have 45 images before radiation and 45 after radiation apple images. Samples
in Figure 1 shows examples for labeled apples without any physical defect it was carefully collected so that it did not have any apparent defects to investigate how radiation affects colour change in the samples.

![Apple samples group]

**Figure 1.** Apple samples group

Three apples each make up a sample group, and each apple has a sticker on it identifying its number and radiation dose group. Images of each apple are captured both before and after radiation treatment. 2048 × 1536 pixels of RGB colour were used to save the image. Since there is no visual distinction between the apple samples, the image processing DL technique is employed to find the alterations in the colouring profile.

3.3 Irradiation

Taking apples as food samples exposed to gamma radiation Cobalt-60. FDA regulations describe radiation levels for food samples by the low dose and maximum dose. The samples are irradiated with different dose 0.5kGy, 1kGy, 1.5kGy, 2kGy and 2.5kGy as the minimum dose and not get the maximum doses to provide any damage of the sample. The experiment is carried out at Egypt's "National Centre for Radiation and Research Technology" (NCRRT) "Gamma-ray Research Units".

3.4 Deep learning algorithm

The technique of creating a deep learning architecture and producing a model through the iterative application of functions in multiple layers is known as Deep Neural Network (DNN) or Deep Learning (DL) [20]. Although its interpretability is not as excellent as classical learning, deep learning has a substantial impact on conventional machine learning techniques. The fundamental layers in deep learning algorithms are illustrated in Figure 2. The first layer is responsible for extracting different features from the input images. This is achieved by performing a mathematical operation, known as convolution, between the input image and a filter of a specific size, typically MxM. The Pooling Layer basically summarizes the features generated through a convolution layer. The total sum of the elements in the predefined section is computed. In the sum pooling, from the feature map is should be taken the largest element.

The Fully Connected layer (FC), which comes before the output layer, is made up of the bases and weights as well as the neurons that link the neurons in the two separate levels. Based on the information acquired from the earlier steps, the FC layer forecasts the image's class using the convolution process' output.

The models to be trained on one problem can be utilized for another by using a pre-trained model. That is in turn fasten the training speed and the learning performance [7].

![Feature map]

**Figure 2.** The basic layers in deep learning

3.5 Deep transfer learning (DTL)

Deep transfer learning is the basis of our suggested algorithm. The input layer is in charge of transferring information from one layer to another. The pre-trained network we employed was designed to include available moving and tuning functions as well as freezing and retraining specific network layers [21].

The First stage of the proposed method is repairing samples for non-radiated and the irradiated with gamma ray’s database of the proposed method is in Figure 3. The data preparation includes cropping and data augmentation.

Data augmentation is used for increasing the size of data used for training a model [22]. Deep learning models predominantly require a lot of training data for reliable predictions, which is not always available. Data augmentation techniques are translating, Auto contrast, rotate scale and shear.

![Pre-trained networks]

**Figure 3.** The proposed method
The architectures of pre-trained networks can be greatly customized and have different hyperparameters. This is a more complex technique, layers are also selectively re-trained. Therefore, the plan is to refine the remaining layers while training while freezing (i.e., fixing the weights) a few layers. Accuracy and speed are the two primary considerations, which are the same for most machine learning projects. In our experiment, we chose a pretrained models like Digits-Net, VGG-19, Alex-net and Dark.net.

3.5.1 Transfer learning

Because deep learning training systems are so large and require so many resources, transfer learning and feature transfer are used in many deep learning applications [23]. Six general steps can be used to implement transfer learning. Selecting the previously learned models to employ with the dataset is the first step.

The second step is adjusting the available dataset to match the input layer of the pretrained networks. Pre-trained weights are an optional extra that we can download. If you don't download the weights, you will have to utilise the build to start training your model from scratch.

In the final output layer, the base model usually has more modules than we need. During the base model creation, you must, therefore, remove or cut the final layer of output as shown in Figure 4. Then we add a final output layer compatible with the target dataset.

The third step is freezing layers, freezing the pre-trained model's layers so they don't change during training. This is because we don't want the weights in feature extraction layers to be re-initialized. If the re-initialize is done, then I will lose all the learning that has already been done, and that makes us train the model from scratch.

The fourth stage is to include new trainable layers that will allow the old features on the new dataset to be predicted. Due to the fact that the pre-trained model is loaded without the final output layer, this is significant when adding new trainable layers. The new layers are trained on the dataset in the fifth stage.

3.5.2 Classification layer

The classification layer is a feature that uses the characteristics found in the image to identify a specific object in the picture. Prior to being translated into higher-level features, the creation of features produced in the feature extraction layers may be utilised to represent visual features in a hierarchical fashion.

The characteristics from this layer are integrated to perform the classification after training a new classification layer utilising feature transfer for a relevant domain using the input and feature extraction layers that have been learned with a specific data set.

![Figure 4. The basic architecture of transfer learning](image)

### Table 1. The basic network architecture

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Alex-net</td>
<td>VGG-19</td>
<td>Digit-net</td>
<td>VGG-16</td>
<td>Dark-net</td>
</tr>
<tr>
<td>Input size</td>
<td>227<em>227</em>3</td>
<td>224<em>224</em>3</td>
<td>28<em>28</em>1</td>
<td>224<em>224</em>3</td>
<td>256<em>256</em>7</td>
</tr>
<tr>
<td>learning rate</td>
<td>5e-3</td>
<td>5e-3</td>
<td>5e-3</td>
<td>5e-3</td>
<td>5e-3</td>
</tr>
<tr>
<td>Loss function</td>
<td>cross sgd entropy loss</td>
<td>cross sgd entropy loss</td>
<td>cross sgd entropy loss</td>
<td>Cross sgd entropy loss</td>
<td>cross sgd entropy loss</td>
</tr>
</tbody>
</table>

4. RESULT AND DISCUSSION

4.1 Experimental setup

The dataset building is conducted by using the apple samples before being exposed to radiation (Cobalt-60 source) and after being irradiated with different doses. The training data contains 80% images, 10% for validation, and 10% for testing. The total number of image is 90 image, pre-trained CNN models such as Alex-net, VGG-19, VGG-16, Digit net,
and Dark net are used to classify the apple samples before and after radiation. The CNN’S models architecture used Alex.net, VGG19, Digit net, VGG16, and Darknet.

The Alex.Net network, deep network contains 13 convolutional layers, and is more successful in classification problems and image recognition when the data set is defined correctly [23].

The VGG19 design has around 24 primary layers and 138 million total parameters. Filters are used in the convolutional layer to reduce the number of parameters because the network is deep. The VGG19 architecture consists of 16 convolutional, 5 pooling, and 3 fully linked layers specifically. In this architecture, the chosen filter may have a 3 3-pixel size. The primary components of the deployed CNNs employ data augmentation methods to boost the volume of input images. The input size is adjusted based on the network's basic architecture for every network. Table 1 shows the network parameter for regulating the degree to which the model should be adjusted based on the estimated error every time the weights of the model are modified.

The data augmentation by rotation and translation and shear. The augmentation methods used three methods. The Description of the Translation method is how to translate an image in the vertical and horizontal direction with a fixed magnitude as shown in Table 2. The rotation method described in augmentation rotates the image by fixed magnitude degrees. The shear method is done by Shearing the image with rate magnitude along an axis, either horizontal or vertical.

A loss function used is a cross-entropy loss to measure neural network model training data and compares the target for predicted output values.

4.2 Experimental results

The experimental results are shown in Table 3 by using CNNS models (training set used VGG16, 19, Digits net and Alex.net) and the classification accuracy. The classification results as shown of different network model. The result of validation accuracy 93% by using Digits net and 100% by using VGG 16 and others network. The accuracy of training layers 50 iterations gets around 100% of the input image.

Table 2. The augmentation methods

<table>
<thead>
<tr>
<th>Name</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>[-30, 30]</td>
</tr>
<tr>
<td>Translation</td>
<td>[-7, 7]</td>
</tr>
<tr>
<td>Shear</td>
<td>[-3, 3]</td>
</tr>
</tbody>
</table>

Table 3. The proposed method results

<table>
<thead>
<tr>
<th>CNN</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alex.net</td>
<td>100%</td>
</tr>
<tr>
<td>VGG19</td>
<td>100%</td>
</tr>
<tr>
<td>Digit net</td>
<td>93.3%</td>
</tr>
<tr>
<td>VGG16</td>
<td>100%</td>
</tr>
<tr>
<td>Dark net</td>
<td>100%</td>
</tr>
<tr>
<td>LDA [1]</td>
<td>85%</td>
</tr>
</tbody>
</table>

The training set can be expanded by utilizing data augmentation techniques that involve applying image processing methods, like rotation and translation. Our experimental findings demonstrate that these augmentation techniques produce favorable outcomes even when dealing with small datasets. We trained a CNNS using a training set that was augmented by simple techniques, as shown in Table 3 and the proposed method outperformance the previse method by incorporating an LDA classifier [4].

5. CONCLUSION

Deep learning based irradiation detection is proposed in this paper. From the simulation result pre-trained networks improve and obtain a more reliable result than the old static method using LDA [4], irradiated apples can be classified from non-irradiated apples with about 85% of samples classified correctly but DTL enhances detection efficiency to 100%

We demonstrate the fact that radiation exposure can be confirmed by non-destructive methods rather than conventional destructive methods.

The proposed method is based on RGB images to detect change in irradiated image.
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