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A text-derived neural network for diagnosing Schizophrenia is illustrated in this paper. 

Schizophrenia is a continuous mental condition that affects the job performance, social 

relationship, and livelihood of individuals. Using DSM-V criterion for schizophrenia 

diagnosis, we collected data from medical records of 1205 patients in psychiatric hospitals 

(57% Schizophrenia and 43% Related Illnesses) and developed a neural network model. In 

order for the developed model to categorize the test data into classes, significant features 

from the acquired dataset were fed into it to identify indicators in the training data. The 

model diagnosed schizophrenia with 90% accuracy, 92% specificity, 84% precision and 

Area under the Receiver Operating Characteristic (ROC) curve of 0.97. These results are 

promising for schizophrenia diagnosis in the near future. The text-derived ANN developed 

is more accurate and faster computationally and can be used to generalize in the case of 

new data when compared to image-based classification. 
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1. INTRODUCTION

Schizophrenia is an intense mental illness characterized by 

delusions, hallucinations and other cognitive impairments that 

affects 20 million people worldwide. Despite the fact that 

schizophrenia is a rare disorder, it is one of the top twenty 

primary causes of years spent disabled around the world [1, 2]. 

Given that Nigeria is Africa’s most populous country, with a 

population of 186 million and a prevalence rate of 0.4 percent, 

the anticipated number of Nigerians living with schizophrenia 

is 1.86 million [3]. COVID-19 has resulted in self and social 

isolation, quarantine, and movement restrictions, leading to 

more persons suffering feelings of powerlessness, isolation, 

grief, worry, and depression, all of which may exacerbate the 

disease. 

The financial costs of this condition are beyond the usage of 

health and self-welfare care to include its connected disease 

and fatality as well [4, 5]. The condition has been found to be 

a considerable financial burden on the health-care system and 

society as a whole [6]. In Nigeria, Schizophrenia is a costly 

disease, schemes to make treatment more bearable for patients 

and their families could drastically lower the cost of 

hospitalization. 

Diagnosing schizophrenia is difficult, and it necessitates a 

variety of techniques in order to get an accurate diagnosis. 

Psychiatrists must prove that the symptoms have been present 

for at least a month, as specified in the DSM-V diagnostic 

specifications, and that the symptoms are not the result of other 

disorders, behavioral activities (e.g., alcohol intake), or a 

medicinal response. Due to these constraints, the diagnosis of 

schizophrenia has become a lengthy and complicated process. 

In order to facilitate early detection, timely treatment, and 

management of schizophrenia, psychiatrists need an effective 

method of diagnosing the disease [7]. During diagnosis, the 

psychiatrist has to interact with patients, and their relatives. 

Collating information is often challenging because some 

patients may have no recollection of some details of their 

previous episodes. Hallucinations and delusions in their 

various forms, unconscious behavior, haphazard speech, mood, 

and affect are some of the criteria used to diagnose 

schizophrenia, according to the Diagnostic and Statistical 

Manual of Mental Disorders, Fifth Edition (DSM-V), two or 

more of which must be present during a one-month period [8]. 

In this study, we present a proof of concept for a text-

derived neural network model suitable in extracting data from 

the medical record of patients suffering from schizophrenia 

and related illnesses in psychiatric hospitals. A robust 

approach to developing the model and assessment of model 

performance cum suitability accept and process the acquired 

data, training the model, and interpreting the results in the 

view of deciphering the appropriate medical intervention. The 

text-derived ANN is expected to reduce computational load 

and also overcome the bottlenecks associated with image-

based classification. 

2. RELATED WORKS

Although research indicates that magnetic resonance 

imaging may be a decisive biomarker for Schizophrenia, there 

is no traditional and recognized biomarker for the disorder [9, 

10]. Due to the overlap in structural change caused by 

variables comparable to schizophrenia, such as alcohol 

addiction and anti-psychosis therapy, using MRI and imaging 
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data to diagnose schizophrenia on the basis of structural 

alterations might be difficult [11]. 

The authors in the study [12] constructed a neural network 

model that predicted the likelihood of developing psychiatric 

problems such as anxiety, behavioral disorders, depression, 

and post-traumatic stress disorder with an accuracy of 82.35 

percent. 

Authors in the study [13] proposed a classification method 

for schizophrenia using a neural network (NN) approach and 

functional brain ‘modes’ estimated from resting state data 

using independent component analysis. The authors achieved 

a classification accuracy of 76%. In the study [14], the authors 

collected data of kinematic features of pen movements in 

handwritings of a group affected with Schizophrenia and 

another group of healthy persons, an artificial neural network 

(ANN) was used to precisely classify the two cases. Promising 

results were obtained from the use of ANN for extraction and 

classification of handwriting kinematic features. Data 

pertaining case files of the patients with schizophrenia were 

collected at the Medical Records Department of the Neuro-

Psychiatric Hospital in Port-Harcourt, Nigeria which was used 

to generate the needed data in the study [15]. The study results 

indicate that 58.19% of patients admitted had schizophrenia.  

Experimental analysis was performed in the study [16] 

using fMRI data and results such as receiver operation 

characteristic curves for the three-way classifier with area 

under curve values around 0.82, 0.89, and 0.90 for healthy 

control versus non-healthy, bipolar disorder versus non-

bipolar, and schizophrenia patients versus non-schizophrenia 

binary problems were achieved respectively. A classification 

rate ranging from 70-72% for the testing data was achieved, 

while 80%, and was achieved using the one nearest-neighbor 

classifier. 

In the study [17], the authors collected EEG data of 70 

normal persons with no history of psychiatric disease, 80 

schizophrenic and 80 bipolar patients. Feature vectors were 

extracted from obtained EEG rhythms using FFT 

segmentation. The authors proposed two algorithms for 

classification (MLNN and RBF), the proposed algorithms 

gave excellent outcomes when tested on the three classes of 

EEG rhythms. The MLNN model (98.67%) achieved a better 

classification rate compared to the RBF model (87.33%). The 

authors in the research [18] proposed a system that utilizes 

Principal component analysis for the classification of heart 

disease, the proposed system also apply feature extraction. 

They suggested that minimizing data dimensionality would 

aid in decreasing the cost for computation in performing 

prediction in the classifiers utilized. The authors [19] proposed 

an approach to predict various diseases by making use of data 

mining algorithms. The proposed methodology recommended 

that the amount of medical tests can be decreased by using the 

data mining methods for the illnesses like diabetes, breast 

cancer, heart disease etc. In the research [20], the authors 

applied natural language processing (NLP) algorithms on 

stories written by schizophrenic and non-schizophrenic 

subjects. Grammatical traits extracted in the narrative texts 

were used for classification of the test subjects. The achieved 

result indicates that a novel strategy to detect texts written by 

schizophrenic subjects was developed. 

A dataset of 86 records was used to classify schizophrenia 

using Support Vector Machine (SVM), Random Forest (RF), 

Artificial Neural Network (ANN), and Nave Bayesian (NB) 

algorithms [21]. SVM, RF and NB had the highest accuracy 

(90.7%) while performing slightly better than ANN (88.4%). 

In the research [22], the authors developed a Convolutional 

Neural Network (CNN) with 11 layers to analyze EEG signals 

of 14 healthy subjects and 14 schizophrenic subjects. 

Important attributes were extracted from the acquired EEG 

signals to perform classification at the fully connected layer. 

For non-subject base testing and subject base testing, the 

suggested model attained classification accuracies of 98.1 

percent and 81.3 percent, respectively.  

One study, Shahriman et al. [23] proposed a CNN model for 

the classification of brain functional connectivity in healthy 

subjects and schizophrenic subjects. The proposed model uses 

Vector auto-regression (VAR) to extract connectivity features 

from EEG signals. The developed model produced accuracy 

86.9%. In a recent study [24], a support vector machine (SVM) 

model was developed to classify Alzheimer’ disease patients 

and normal controls, the proposed model attained an area 

under the curve (AUC) of over 88.82%. The authors [25] 

chose certain discriminative features and also Fisher’s 

criterion was used in training the proposed SVM model. 

Consequently, the SVM model developed for distinguishing 

bipolar illness patients from normal people had a classification 

accuracy of 76.25 percent. A model for detecting first episode 

psychosis was proposed, while employing deep neural 

networks to create the classification model, PCA was utilized 

to reduce the amount of irrelevant features in cortical thickness 

and gray matter volume. The authors [26] were able to attain 

70.5% classification accuracy. 

 

 

3. METHODOLOGY 

 

3.1 Data collection 

 

Data used for this research were collected from the 

psychiatric clinics of the Lagos University Teaching Hospital 

and the Federal Neuropsychiatric Hospital, Lagos both in 

Nigeria with approval from the ethical committee of both 

hospitals. Features obtained from the patient case files were 

organized and saved into an excel file. In this study, a total of 

1205 health records were collected. The data contains the 

medical history of persons recorded between the years 2013 

and 2019 and includes patients diagnosed with schizophrenia 

(57%) and also patients diagnosed with other related illnesses 

(43%). The related conditions include schizoaffective disorder, 

bipolar disorder, depression and behavioural disorder etc. The 

record that was obtained comprises 38 features, including the 

CLASS column, as shown in Figure 1. 

 

 
 

Figure 1. Window showing some section of the acquired 

dataset 
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3.2 Data pre-processing 

 

The data acquired for this study was unstructured and 

required preprocessing. In essence, empty entries within the 

dataset were sorted out by replacing the missing entries with 

values that have the highest frequency. Furthermore, the text 

attributes in the dataset was converted to numeric format for 

the model to process it; Label Encoding was utilized to 

perform said function. The encoded columns are fitted into the 

original dataset using the fit_transform class. Prior to training 

the model, it is important to scale features in the dataset. The 

Sci-Kit Learn library's Standard Scaler class transforms each 

data point. In this manner, the attribute variances are all within 

the same range. In a case where some features have higher 

variances than others in the dataset; it can result in 

misclassification thereby compromising the model’s 

reliability. 

 

3.3 Feature selection 

 

Features relevant towards the diagnostic case should be 

employed for training and testing in classification models. 

Feature selection helps to optimize the accuracy of the 

classification model by discarding trivial and redundant 

features within the dataset. For our model, features were sort 

out based on the diagnostic criteria of schizophrenia (DSM-V) 

and also the correlation coefficient between said features. 

 

 
 

Figure 2. Heat map of the pearson’s correlation values 

between each pair of features 

 

Figure 2 shows that maximum correlation exists between 

the following group of features ([ATTEN and CONC], 

[MEM_IR, MEM_ST, MEM_LT and INT_S_A_D], 

[INT_GFK, INT_CAL and INT_PROV]). Subsequently, 

CONC, MEM_IR, MEM_LT, INT_GFK, INT_CAL and 

INT_PROV were withdrawn from the dataset to improve the 

accuracy of the model. We also consulted clinical psychiatrists 

and based our feature selection for the model on DSM-V. 

Figure 3 shows the number and percentage of the two 

classes present in the dataset. There are 682 recorded 

schizophrenia cases and 523 recorded cases of other related 

illnesses in the dataset. 

 

 
 

Figure 3. Bar chart and pie chart of recorded schizophrenia 

cases and other related illnesses 

 

3.4 Neural network model 

 

A neural network is a model that is provided with input and 

output values and is required to discover a pattern from the 

training data. The goal of the system is to generate an accurate 

mapping function, so that when the test data is introduced into 

the system, the algorithm can predict the output. The error 

between the actual value and the predicted value is 

continuously feedback into the system until an acceptable 

level of accuracy is attained. The design of our proposed 

neural network is indicated in Figure 4 and Figure 5. 

 

 
 

Figure 4. Design of the neural network model 

 

 
 

Figure 5. Representation of the neural network model design 
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𝑦 = 𝐴𝑓 . (∑ 𝑤𝑘𝑗𝑥𝑗 + 𝑏)

𝑛

𝑗=0

 (1) 

 

where, 

𝐴𝑓 represents the activation function; 

𝑥𝑗 represents the input features (e.g., past psychiatric history, 

thought content, perception etc.); 

𝑤𝑘𝑗  represents weights, and 𝑏 represents the bias. 

 

3.4.1 Matrix representation of the model 

In the matrix representation of the model, the bias and 

activation function are not considered. 

For the output at the first hidden layer: 

 

𝐻𝑖 = 𝑊𝑖𝑗 . 𝐼𝑖 (2) 

 

where, 

𝐻𝑖  represents the first hidden layer which is a 3×1 matrix; 

𝑊𝑖𝑗 represents the weights between the input layer and the 

first hidden layer; 

𝐼𝑖  represents the input features of the model. 

Therefore, the output at the first hidden layer is given by: 

 

[
𝑤11 𝑤12 𝑤13

𝑤21 𝑤22 𝑤23
] . [

𝑥1

𝑥2
] = [

𝑤11𝑥1 + 𝑤12𝑥2

𝑤21𝑥1 + 𝑤22𝑥2

𝑤31𝑥1 + 𝑤32𝑥2

] = [

ℎ1

ℎ2

ℎ3

] (3) 

 

For the output at the second hidden layer: 

 

𝐻𝑗 = 𝑊𝑖𝑗
1 . 𝐻𝑖  (4) 

 

where, 

𝐻𝑗  Represents the second hidden layer which is a 3×1 

matrix; 

𝑊𝑖𝑗
1  Represents the weight between the first hidden layer 

and the second hidden layer. 

Therefore, the output at the second hidden layer is given by: 

 

[

𝑤11
1 𝑤12

1 𝑤13
1

𝑤21
1 𝑤22

1 𝑤23
1

𝑤31
1 𝑤32

1 𝑤33
1

] . [

ℎ1

ℎ2

ℎ3

] = [

ℎ1𝑤11
1 + ℎ2𝑤12

1 + ℎ3𝑤13
1

ℎ1𝑤21
1 + ℎ2𝑤22

1 + ℎ3𝑤23
1

ℎ1𝑤31
1 + ℎ2𝑤32

1 + ℎ3𝑤33
1

]

= [

ℎ4

ℎ5

ℎ6

] 

(5) 

 

The total output of the model after forward propagation 

process is given by: 

 

𝑂𝑘 = 𝑊𝑖𝑗
2. 𝐻𝑗  (6) 

 

[𝑤𝑎 𝑤𝑏 𝑤𝑐] · [

ℎ4

ℎ5

ℎ6

] = [ℎ4𝑤𝑎 + ℎ5𝑤𝑏 + ℎ6𝑤𝑐] = [𝑂𝑘] (7) 

 

𝑊𝑖𝑗
2 represents the weight between the second hidden layer 

and the output layer; 

𝑂𝑘 represents the total output of the model as indicated in 

Eq. (7). 

 

3.5 Setup of computational experiment 

 

To determine the use of neural networks for the task of 

schizophrenia diagnosis, we trained and tested our model on 

data with 1205 data points using 17 features. Initially, 100 and 

250 epochs were employed in training the network; however, 

for appropriate training, a batch size of 16 and 500 epochs was 

used later in the experiment. We trained our models on several 

train/test ratios (40/60, 35/65, 50/50, 65/35 and 60/40) initially 

in order to obtain the best configuration of the model, the 

60/40 configuration produced the best accuracy with the least 

degree of over-fitting and was therefore presented in this work 

as the optimal model. In training the model, the default 

learning rate for Adam optimizer was used, and also network 

hyper-parameters were tuned. The dropout technique [27] was 

implemented in the model to eliminate over-fitting and boost 

the accuracy of the model. The proposed model was built using 

python on Anaconda IDE with inbuilt libraries such as 

Scikitlearn, Keras, Tensorflow, Numpy, Matplotlib etc. All 

experimentation was carried out on an Acer Aspire E1-531 

Laptop computer with 6GB RAM, 500GB HDD and a 2.2GHz 

Intel Pentium processor. Our model’s predictive performance 

was evaluated using the test dataset while also validating with 

20% of the test dataset.  

 

 
4. EXPERIMENTAL RESULTS 

 

In this section, the model’s loss and accuracy plots are 

presented; a confusion matrix was utilized to assess the 

model's performance indicators, and a plot of the Receiving 

Operating Characteristic is also presented. 

 

 
 

Figure 6. Confusion matrix of the developed model 

 

The result in Figure 6 indicates that the model is able to 

predict 107 schizophrenia cases correctly, while the number of 

patients diagnosed erroneously as schizophrenics is 21. Also, 

the model predicted 253 non-schizophrenia cases correctly and 

diagnosed 21 patients as non-schizophrenics incorrectly. The 

developed model produced an accuracy of 89.6% and ROC 

area of 0.97. From the confusion matrix of the test dataset in 

Figure 6, the following performance metrics are calculated in 

Eqs. (8)-(11). The parameters used in calculating said metrics 

(TP, TN, FP, and FN) are briefly described below. 

True Positive (TP): The model predicted the condition as 

positive and it’s true. 

True Negative (TN): The model predicted the condition as 

negative and it’s true. 

False Positive (FP): The model predicted the condition as 

positive and it’s false. 

False Negative (FN): The model predicted the condition as 

negative and it’s false. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
= 92.3% (8) 

 

The model had a specificity of 92% based on Eq. (8). 

 

534



 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 83.6% (9) 

 

The model had a recall of 84% based on Eq. (9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
= 89.6% (10) 

 

The model had an accuracy of 90% based on Eq. (10). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
= 83.6% (11) 

 

The model had a precision of 84% based on Eq. (11). 

The accuracy plot of the text-derived model is depicted in 

Figure 7. The train accuracy increased from 0.85 to 0.95 

between 100 and 500 epochs. The validation accuracy was 

recorded as 0.92 at 300 epochs and increased afterwards. The 

average training accuracy was reported to be 91%. From the 

plot, it is observed that there is no over-fitting in the text-

derived model and it indicates that the model can be used to 

accurately predict the condition in the case of new data. 

The model's training and validation losses are depicted in 

Figure 8. As indicated in the graph, the loss function was at its 

minimum after training (i.e. 500 epochs). For a text-derived 

model, the low loss function has significance to the accurate 

diagnosis of schizophrenia as corroborated in the literature. 

From Figure 9, it is shown that the model has an area under 

the curve of 0.97 which indicates that the model was able to 

differentiate between the positive and negative classes 

correctly. 

 

 
 

Figure 7. Training and validation accuracy of the text-

derived neural network model 

 

 
 

Figure 8. Training and validation loss of the text-derived 

neural network model 

 
 

Figure 9. ROC curve of the model 

 

In essence, the model’s efficiency for various 

configurations demonstrates the model's ability to be used as a 

strategy for accurately diagnosing schizophrenia. The model’s 

accuracy is promising at 90% and can be reliably used to 

determine whether a new case of similar attributes has 

Schizophrenia or not. The sensitivity of the model (84%) 

indicates the probability of the model to predict positive 

instances as positive. Also, the area under the ROC curve 

determines the discriminant efficiency of the model. 

 

 

5. CONCLUSION 

 

We present a novel text-derived neural network algorithm 

which is a simplification of the traditional EEG-MRI derived 

dataset popularly used in modeling schizophrenia. A text-

derived neural network model was developed by collecting 

data from the medical record of patients suffering from 

schizophrenia and related illnesses from psychiatric hospitals, 

developing the model to suit the acquired data and training the 

model and also evaluating and interpreting the results from the 

tests data. The text-derived ANN developed is more accurate 

and faster computationally and can be used to generalize in the 

case of new data when compared to image-based classification. 

Our text-derived neural network achieved an accuracy of 90% 

and a specificity of 92% with an AUC of 0.97. These results 

are promising for schizophrenia diagnosis in the near future. 

In terms of medical application, the model can help 

psychiatrists detect schizophrenia quickly and accurately, as 

well as establish treatment plans and control the condition, 

because the extent of an episode is a determinant in the 

effectiveness of the drugs prescribed. Lastly, the accuracy of 

the text-derived neural network model can be considerably 

enhanced through collecting relevant data at different mental 

health facilities. For future work, an electronic medical record 

and a user interface could be developed to improve the 

model’s accessibility. 

 

 

ACKNOWLEDGEMENT 

 

The authors graciously thank and acknowledge the 

Chancellor Research Initiative for funding this study. 

 

 

REFERENCES  

 

[1] Global, regional, and national incidence, prevalence, and 

535



 

years lived with disability for 354 diseases and injuries 

for 195 countries and territories, 1990-2017: A 

systematic analysis for the Global Burden of Disease 

Study 2017. GBD 2017 Disease and Injury Incidence and 

Prevalence Collaborators. 

https://doi.org/10.1016/S0140-6736(18)32279-7 

[2] Charlson, F.J., Ferrari, A.J., Santomauro, D.F., Diminic, 

S., Stockings, E., Scott, J.G., McGrath, J.J., Whiteford, 

H.A. (2018). Global epidemiology and burden of 

schizophrenia: findings from the global burden of disease 

study 2016. Schizophrenia Bulletin, 44(6): 1195-1203. 

https://doi.org/10.1093/schbul/sby058 

[3] Ayuso-Mateos, J.L. (2002). Global burden of 

schizophrenia in the year 2000: Version 1 estimates. 

World Health Organization. 

[4] World Health Organization. (2001). The World Health 

Report 2001: Mental health: new understanding, new 

hope. 

[5] Demyttenaere, K., Bruffaerts, R., Posada-Villa, J., 

Gasquet, F.L., Kovess, V., Lepine, J.P., Angermeyer, 

M.C., Bernert, S., de Girolamo, G., Morosini, P., Polidori, 

G., Kikkawa, T., Kawakami, N., Ono, Y., Takeshima, T., 

Uda, H., Karam, E.G., Fayyad, J.A., Karam, A.N., 

Mneimneh, Z.N., Medina-Mora, M.E., Borges, G., Lara, 

C., de Graaf, R., Ormel, J., Gureje, O., Shen, Y.C., Huang, 

Y.Q., Zhang, M.Y., Alonso, J., Haro, J.M., Vilagut, G., 

Bromet, E.J., Gluzman, S., Webb, C., Kessler, R.C., 

Merikangas, K.R., Anthony, J.C., Von Korff, M.R., 

Wang, P.S., Alonso, J., Brugha, T.S., Aguilar-Gaxiola, S., 

Lee, S., Heeringa, S., Pennell, B.E., Zaslavsky, A.M., 

Ustun, T.B., Chatterji, S. (2004). Prevalence, severity, 

and unmet need for treatment of mental disorders in the 

world health organization world mental health surveys. 

Journal of The American Medical Association, 291(21): 

2581-2590. https://doi.org/10.1001/jama.291.21.2581 

[6] Chong, H.Y., Teoh, S.L., Wu, D.B.C., Kotirum, S., 

Chiou, C.F., Chaiyakunapruk, N. (2016). Global 

economic burden of schizophrenia: a systematic review. 

Neuropsychiatric disease and treatment, 12: 357-373. 

https://doi.org/10.2147/NDT.S96649 

[7] Koch, S.P., Hägele, C., Haynes, J.D., Heinz, A., 

Schlagenhauf, F., Sterzer, P. (2015). Diagnostic 

classification of schizophrenia patients on the basis of 

regional reward-related FMRI signal patterns. PloS One, 

10(3): e0119089. 

https://doi.org/10.1371/journal.pone.0119089 

[8] Diagnostic and Statistical Manual of Mental Disorders, 

Fifth Edition, Text Revision (DSM-5-TR). American 

Psychiatric Association. 

https://doi.org/10.1176/appi.books.9780890425787 

[9] Han, S.Q., Huang, W., Zhang, Y., Zhao, J.P., Chen, H.F. 

(2017). Recognition of early-onset schizophrenia using 

deep-learning method. In Applied Informatics, 

SpringerOpen, 4(1): 1-6. https://doi.org/10.1186/s40535-

017-0044-3 

[10] Hsieh, T.H., Sun, M.J., Liang, S.F. (2014). Diagnosis of 

schizophrenia patients based on brain network 

complexity analysis of resting-state fMRI. In The 15th 

International Conference on Biomedical Engineering, 

Springer International Publishing, 203-206. 

https://doi.org/10.1007/978-3-319-02913-9_52 

[11] Bois, C., Whalley, H.C., McIntosh, A.M., Lawrie, S.M. 

(2015). Structural magnetic resonance imaging markers 

of susceptibility and transition to schizophrenia: a review 

of familial and clinical high risk population studies. 

Journal of Psychopharmacology, 29(2): 144-154. 

https://doi.org/10.1177/0269881114541015 

[12] Dabek, F., Caban, J.J. (2015). A neural network based 

model for predicting psychological conditions. In Brain 

Informatics and Health: 8th International Conference, 

Springer International Publishing, 252-261. 

https://doi.org/10.1007/978-3-319-23344-4_25 

[13] Jafri, M.J., Calhoun, V.D. (2006). Functional 

classification of schizophrenia using feed forward neural 

networks. In 2006 International Conference of the IEEE 

Engineering in Medicine and Biology Society, IEEE, 

6631-6634. 

https://doi.org/10.1109/IEMBS.2006.260906 

[14] Borjkhani, M., Ahmadlou, M., Towhidkhah, F. (2008). 

Extracting reliable handwriting kinematic feauters by 

using neural network for diagnosing schizophrenia 

disease. In 2008 Cairo International Biomedical 

Engineering Conference, IEEE, 1-4. 

https://doi.org/10.1109/CIBEC.2008.4786061 

[15] Afolayan, J.A., Peter, I.O., Amasueba, A.N. (2010). 

Prevalence of schizophrenia among patients admitted 

into neuro-psychiatric hospital, Rumuigbo, Port Harcourt, 

Rivers State, Nigeria. Continental Journal of Nursing 

Science, 2: 8-16.  

[16] Arribas, J.I., Calhoun, V.D., Adali, T. (2010). Automatic 

Bayesian classification of healthy controls, bipolar 

disorder, and schizophrenia using intrinsic connectivity 

maps from FMRI data. In IEEE Transactions on 

Biomedical Engineering, 57(12): 2850-2860. 

https://doi.org/10.1109/TBME.2010.2080679 

[17] Elgohary, M.I., Alzohairy, T.A., Eissa, A.M., Eldeghaidy, 

S., Hussein, M. (2016). An intelligent system for 

diagnosing schizophrenia and bipolar disorder based on 

MLNN and RBF. International Journal of Scientific 

Research in Science, Engineering and Technology, 2(4): 

117-123. https://ijsrset.com/IJSRSET162430 

[18] Gomathi, K., Priyaa, D.D.S. (2016). Multi disease 

prediction using data mining techniques. International 

journal of system and software engineering, 4(2): 12-14. 

[19] Kavitha, R., Kannan, E. (2016). An efficient framework 

for heart disease classification using feature extraction 

and feature selection technique in data mining. In 2016 

International Conference on Emerging Trends in 

Engineering, Technology and Science (ICETETS), IEEE, 

1-5. https://doi.org/10.1109/ICETETS.2016.7603000 

[20] Allende-Cid, H., Zamora, J., Alfaro-Faccio, P., Alonso-

Sánchez, M.F. (2019). A machine learning approach for 

the automatic classification of schizophrenic discourse. 

IEEE, 7: 45544-45553. 

https://doi.org/10.1109/ACCESS.2019.2908620 

[21] Almutairi, M.M., Alhamad, N., Alyami, A., Alshobbar, 

Z., Alfayez, H., Al-Akkas, N., Alhiyafi, J.A. Olatunji, 

S.O. (2019). Preemptive diagnosis of schizophrenia 

disease using computational intelligence techniques. In 

2019 2nd International Conference on Computer 

Applications & Information Security (ICCAIS), IEEE, 1-

6. https://doi.or/10.1109/CAIS.2019.8769513 

[22] Oh, S.L., Vicnesh, J., Ciaccio, E.J., Yuvaraj, R., Acharya, 

U.R. (2019). Deep convolutional neural network model 

for automated diagnosis of schizophrenia using EEG 

signals. Applied Sciences, 9(14): 2870. 

https://doi.org/10.3390/app9142870 

[23] Shahriman, W.N.S., Phang, C.R., Numan, F., Ting, C.M. 

536



 

(2020). Classification of brain functional connectivity 

using convolutional neural networks. In IOP Conference 

Series: Materials Science and Engineering, IOP 

Publishing, 884(1): 012003. 

https://doi.org/10.1088/1757-899X/884/1/012003 

[24] Kruthika, K.R., Rajeswari, Pai, A., Maheshappa, H.D., 

Alzheimer’s disease Neuroimaging Initiative. (2018). 

Classification of alzheimer and MCI phenotypes on MRI 

data using SVM. In Advances in Signal Processing and 

Intelligent Recognition Systems: Proceedings of Third 

International Symposium on Signal Processing and 

Intelligent Recognition Systems (SIRS-2017), Springer 

International Publishing, 263-275. 

https://doi.org/10.1007/978-3-319-67934-1_23 

[25] Cigdem, O., Soyak, R., Aydeniz, B., Oguz, K., Demirel, 

H., Kitis, O., Eker, C., Gonul, A.S., Unay, D. (2019). 

Classification of healthy siblings of bipolar disorder 

patients from healthy controls using MRI. In 2019 

Medical Technologies Congress (TIPTEKNO), IEEE, 1-

4. https://doi.org/10.1109/TIPTEKNO.2019.8895015 

[26] Vieira, S., Gong, Q.Y., Pinaya, W.H., Scarpazza, C., 

Tognin, S., Crespo-Facorro, B., Tordesillas-Gutierrez, D., 

Ortiz-García, V., Setien-Suero, E., Scheepers, F.E., Van 

Haren, N.E.M., Marques, T.R., Murray, R.M., David, A., 

Dazzan, P., McGuire, P., Mechelli, A. (2020). Using 

machine learning and structural neuroimaging to detect 

first episode psychosis: reconsidering the evidence. 

Schizophrenia Bulletin, 46(1): 17-26. 

https://doi.org/10.1093/schbul/sby189 

[27] Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., 

Salakhutdinov, R. (2014). Dropout: A simple way to 

prevent neural networks from overfitting. Journal of 

Machine Learning Research, 15(1): 1929-1958. 

https://doi.org/10.5555/2627435.2670313

 

537

https://doi.org/10.1109/TIPTEKNO.2019.8895015



