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Traffic accidents are becoming a global issue, causing enormous losses in both human and 

financial resources. According to a World Health Organization assessment, the severity of 

road accidents affects between 20 and 50 million people each year. This study intends to 

examine significant factors that contribute to road traffic accident severity. Seven machine 

learning models namely, Naive Bayes, KNN, Logistic model tree, Decision Tree, Random 

Tree, and Logistic Regression machine learning models were compared to the J48 pruned 

tree model to analyze and predict accident severity in the road traffic accident. To compare 

the effectiveness of the machine learning models, ten well-known performance evaluation 

metrics were employed. According to the experimental results, the J48 pruned tree model 

performed more accurately than the other seven machine learning models. According to 

the analysis, the number of casualties, the number of vehicles involved in the accident, the 

weather conditions, and the lighting conditions of the road, is the main determinant of road 

traffic accident severity. 
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1. INTRODUCTION

People are killed in car accidents every day. As a result, 

there has been a great deal of research into the factors that 

determine accident severity in road traffic accidents. Despite 

the United Nations' goal of reducing the number of road traffic 

deaths and injuries by 2030, between 20 and 50 million people 

are injured each year, with 1.3 million dying. Despite having 

approximately 60% of the world's vehicles, low-and middle-

income countries account for 93% of these fatalities. Road 

traffic accidents have a detrimental impact on most countries, 

costing them up to 3% of their GDP [1]. Furthermore, more 

males between the ages of twenty and forty die in traffic 

accidents each year than females, resulting in financial issues 

in families and increasing poverty [2]. 

A cross-disciplinary study is required to discover and 

analyze the factors affecting and contributing to the severity of 

road traffic accidents and driver injuries, which are global 

concerns. Literature has identified driver inattention induced 

by distraction, overloaded attention, and boring driving as 

human factors contributing to road traffic accidents [3]. Road 

traffic accidents are exacerbated by distraction, weather 

conditions, sleep deprivation, improper lane changes, and 

nighttime driving [2]. While some studies look at the elements 

that influence road traffic accidents and their severity, others 

dig deeper to find the most likely causes of road traffic 

accidents and what determines their severity. 

Numerous research has been undertaken in various 

countries to offer road accident prediction and analysis 

methods [4]. Cao et al. [5] present a systematic strategy for 

identifying severe driving episodes concerning time and place 

using batch clustering and real-time clustering techniques. 

Fawcett et al. [6] suggested a Bayesian hierarchical model for 

projecting accident numbers in future years at places within a 

pool of probable road safety hotspots. The model assists road 

safety practitioners in determining the location of potential 

future hotspots, allowing them to take a proactive rather than 

a reactive strategy for road safety plan implementation. 

Models for forecasting road traffic events were also 

investigated in the literature. By mining seven months of 

accident data and 1.6 million users' G.P.S. records, Chen et al. 

[7] created a deep stack denoise autoencoder model to learn

human mobility's hierarchical features to predict traffic

accident risks. Lu et al. [8] created a road traffic prediction

model called TAP-CNN that takes into account traffic

accident-impacting factors such as traffic flow, weather, and

light. The samples utilized to test the model's accuracy

revealed that the model outperformed the classic neural model

in forecasting road traffic. You et al. [9] employed the

Matched case-control approach and support vector machines

(SVMs) methodologies to assess risk status and estimate the

likelihood of an accident using discrete loop detector traffic

data and web-crawl weather data. The SVMs classifier with

web-crawl weather data improves crash prediction accuracy

while reducing false alarm rate when compared to the SVMs

classifier without data.

Authors in the studies [10-12] investigated the prediction of 

the severity of the repercussions incurred by road traffic 

accident victims. This includes employing latent class 

clustering, an unsupervised probabilistic clustering approach, 

to investigate the trends, prevalence, and severity of bike 

motorist collisions in Denmark [10]. In the study [11], a deep 

learning-based convolutional neural network was used to 

extract weights of traffic accident features to improve the 
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accuracy of prediction. Rezaie Moghaddam et al. [12] used 

artificial neural networks and a deep learning approach to 

predict road traffic accident severity using the unique traffic 

accident severity prediction conventional neural network 

(TASP-CNN) model. Although machine learning techniques 

and models have been used to predict traffic accidents and 

their severity, little emphasis has been made on the precision 

and accuracy of these models' performance. Furthermore, the 

implication of unknown data in the dataset utilized by these 

models warrants further investigation because it is commonly 

assumed that a model performs well based on the output. 

This study builds on earlier research to assess the 

effectiveness of multiple classical machine learning models, 

addressing previously neglected areas of forecasting factors 

that influence accident severity. The J48 pruned tree approach 

is also investigated in the paper as a machine learning model 

that efficiently deals with unknown data in the dataset. The J48 

pruned tree-based classifier model is then used to compare and 

analyze a dataset of road traffic accidents with seven other 

cutting-edge classical machine learning models. Nave Bayes, 

Bagging, KNN, Logistic Model Tree, Decision Tree, Random 

Tree, and Logistic Regression are among these models. The 

findings will add to the body of knowledge in this domain by 

emphasizing the impact of unknown variables in the dataset on 

the performance of classical machine learning models and how 

this affects the precision of predicting road traffic accidents 

and their severity. 

 

 

2. RELATED WORKS 

 

Despite frantic efforts to design and build vehicles that are 

less likely to be involved in traffic accidents, road traffic 

accidents remain one of the primary causes of death in both 

developed and developing countries. Data mining and 

machine learning techniques and tools provide powerful 

techniques and tools for analyzing and forecasting the severity 

of road accidents and as a result, reduce the rate of road-traffic-

induced casualties. Various studies have been conducted to 

identify and manipulate the factors that influence road traffic 

accidents. Factors such as physical disabilities, mental 

disabilities, insufficient driving ability, alcohol drunkenness, 

inattention to traffic signage and signposts, drug misuse, and 

lack of focus, using a phone while driving are a few factors 

identified in the literature. Further, environmental factors such 

as bad weather and inadequate lighting, road slope, surface, 

curve, speed limit, intersection kinds, car models, vehicle 

make, and technical problems have also been identified as 

potential factors that could cause and impact the severity of 

road traffic accidents [13-15]. 

Bucsuházy et al. [3] researched human behavior as factors 

that may contribute to accidents or have an impact on their 

causes. The goal of their research was to look into the most 

common causes of traffic accidents among certain risk groups, 

such as young drivers. The statistical analysis of Pearson's chi-

squared test on the causes of traffic accidents examined age, 

gender, road familiarity, annual miles, driving behaviors, and 

a tendency for risky behavior. Following the analysis, the 

study concluded that two main factors, namely inexperience 

and speeding or driving without adapting, can cause traffic 

accidents involving young drivers. Kasahani et al. [16] 

examined some of the factors that affect drivers that result in 

severe injuries and identified weariness as a major factor. 

The quest to reduce the likelihood and severity of road 

traffic accidents necessitates cross-disciplinary research, 

hence the diverse investigation into the various strategies to 

prevent road accidents and reduce their severity [17]. For 

instance, Internet of Things (IoT) technology has been 

recognized for its potential to reduce the impacts of road 

accidents provided that the accidents are reported to the right 

rescue quarters and fast actions are taken. Likewise, machine 

learning models such as the Bayesian networks [18] have been 

leveraged to determine the association between car makes and 

the likelihood of road accidents. The literature has also echoed 

that the decision tree model is more dependable and has a 

consistent rapid response rate [13, 19]. The tree-based 

regression model was used to analyze the geometry of road 

accidents on two or more lane highway rates of injuries and 

severity and to choose features that are relevant to the risk of 

traffic accidents. This model has proven to be beneficial in 

reducing the likelihood of biases from various control factors, 

warning signs, and speed limits on highway and railway 

crossings [20]. 

A multi-task DNN architecture was proposed by Yang et al. 

[21] for predicting various accident severity levels of injury, 

death, and property loss. A complete and accurate analysis of 

the severity of traffic accidents is made possible by the multi-

task and deep learning design. By layer-wise relevance 

propagation, which creates explanations based on the structure 

and weights of DNN, their framework was able to pinpoint the 

important components that contribute to the three types of 

traffic accident severity. Our suggested model accurately 

forecasts the severity risks of road accidents based on trials 

done with Chinese traffic accident data. Furthermore, Zhang 

et al. [22] used the Boruta Algorithm (BA) feature selection 

technique in conjunction with a Random Forests (RF) 

classifier to identify the crucial characteristics that affect 

injury severity. The four classifiers Naive Bayes (NB), 

KNearest Neighbor (K-NN), Binary Logistic Regression 

(BLR), and Extreme Gradient Boosting (XGBoost) were then 

given the influential features to effectively predict injury 

severity. The vehicle type, the month of the year, the driver's 

age, and the alignment of the road segment were found to have 

the most influence on BA's experimental examination. It was 

discovered that the gender of the driver, the presence of a 

median, and the presence of a shoulder were all irrelevant. 

Likewise, Assi et al. [23] introduced four machine learning 

models to predict accident severity: feed-forward neural 

networks (FNN), support vector machines (SVM), fuzzy C-

means clustering-based feed-forward neural network (FNN-

FCM), and fuzzy c-means based support vector machines 

(SVM-FCM). The models' injury severity prediction accuracy, 

sensitivity, precision, and harmonic mean of sensitivity and 

precision were all assessed. In terms of accuracy and F1 score, 

the SVM-FCM model outperformed the other generated 

models for predicting accident severity. Numerous studies 

[24-26] have investigated the efficiency of random forest in 

forecasting the severity of road accidents. To compare the 

performance of classical and ensemble mode machine learning 

models, Ahmed et al. [27] used well-known assessment 

metrics such as prediction accuracy, precision, recall, F1 score, 

and area under the receiver operator characteristic. Random 

Forest outperformed other methods such as logistic regression 

(LR), K-nearest neighbor (KNN), naive Bayes (NB), extreme 

gradient boosting (XGBoost), and adaptive boosting 

(AdaBoost). Some studies examined and used machine 
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learning models to predict the severity of traffic accidents, as 

shown in Table 1. 

 

Table 1. Summary of accident severity using machine 

learning models 

 

Author 

Machine 

learning 

algorithm 

Data 

description 

Model 

prediction 

accuracy 

Sameen et al. 

[28] 
RNN 

N=1,130 

(2009-2015) 
73.7% 

Zhang et al. 

[24] 
Random Forest N=5,538 53.9% 

AlMamlook et 

al. [25] 
Random Forest 

N=271,563 

(2010-2016) 
75.5% 

Labib et al. 

[29] 
AdaBoost 

N=43, 089 

(2001-2015) 
80% 

Wahab and 

Jiang [30] 
Random Forest 

N=8,516 

(2011-2015) 
73.91% 

Fiorentini and 

Losa [31] 

Logistic 

Regression 

N=6,515 

(2005-2018) 
85.74% 

Assi et al. [23] SVM-FCM 
N=10,000 

(2011-2016) 
74% 

Komol et al. 

[26] 
Random Forest 

N=21,158 

(2013-2019) 
72.3% 

Ahmed et al. 

[27] 
Random Forest 

N=13775 

(2016-2020) 
86.8% 

 

This study advances the body of existing knowledge to 

examine significant features that contribute to accident 

severity by comparing the Naive Bayes, KNN, Logistic model 

tree, Decision Tree, Random Tree, and Logistic Regression 

machine learning models to the J48 pruned tree model. 

 

 

3. MATERIAL AND METHODS 

 

This section includes an explanation of the machine 

learning algorithms, the adapted framework for the study as 

shown in Figure 1, and evaluation metrics. The experiment 

was carried out on a machine running Windows 10 with an 

Intel(R) Core (TM) i7-8650U CPU running at 1.90GHz (8 

CPUs), 2.1GHz, 8GB of RAM, and a 500GB hard drive. 

 

 
 

Figure 1. The framework for the road traffic accident using 

machine learning models 

3.1 Dataset 

 

The data set was prepared from manual records of road 

traffic accidents for the year 2017-2020 

https://www.kaggle.com/datasets/saurabhshahane/road-

traffic-accidents [32]. Each record contains explanatory 

variables called features that provide information about the 

accident. Among other information, the manual records 

contain the driving experience of the driver, the age of the 

driver, the service year of the vehicle, road surface conditions, 

and weather conditions. In the current study, these variables 

were analyzed to provide information about accident severity 

(fatal injury, serious injury, and slight injury), which is the 

target variable. All the sensitive information, such as the 

driver’s name, has been excluded during data encoding and 

finally, the data set contains 32 features and 12316 instances 

of road accidents in an excel format, where each column 

contains a feature, and each row contains an instance of the 

road accidents. 

 

3.2 Feature selection and data pre-processing 

 

Table 2. Description of the selected features 

 
 Features Description 

1 Day of week The day of the week the accident occurred 

2 Age band of driver The age range of the accident-causing driver 

3 Sex of driver This identifies the driver's gender 

4 Educational level 
The degree to which the accident-causing 

driver was educated 

5 
Vehicle driver 

relation 

Indicates if the driver is an employee, an 

owner, or someone else 

6 Driving experience 
The driving expertise of the accident-

causing driver 

7 Type of vehicle 
The type of vehicle the accident-causing 

driver was driving 

8 
Owner of the 

vehicle 
This describes the title holder of the vehicle 

9 
Service year of the 

vehicle 

This reveals when the accident-related 

vehicle was last serviced 

10 Defect of vehicle 
This reveals the defects of the vehicle that 

existed before the collision 

11 
Area accident 

occurred 

This identifies the place where the accident 

occurred 

12 Lanes or medians 
The kind of lane the car was traveling in 

when the accident occurred 

13 Road alignment 
This defines the terrain of the road where 

the accident occurred 

14 Type of Junction 
The kind of road intersection where the 

accident occurred 

15 Road surface type 

Identifies the type of road where the 

accident occurred such as asphalt, dirt, or 

another. 

16 
Road surface 

conditions 

This describes the state of the road's surface 

where the accident happened 

17 Light conditions 
The light condition at the time the accident 

occurred 

18 
Weather 

conditions 

The weather conditions at the time of the 

accident 

19 Type of collision 
This displays the nature of the collision of 

the vehicles 

20 
Number of 

vehicles involved 

This indicates how many vehicles were 

involved in the collision 

21 
Number of 

casualties 
The number of accident-related fatalities 

22 Vehicle movement 
The driver's behavior before the vehicle 

collision 

23 Cause of accident 
The identifies the reason why the car 

accident occurred 
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A dataset may contain features that do not provide relevant 

information about the target variable hence, analyzing such 

features can produce misleading results Features selection is 

the process of deleting unimportant features from the data set 

and choosing the important ones. Only 23 of the 32 features in 

the road accident data set, which are shown in Table 2, were 

shown to be useful for predicting accident severity. The choice 

was supported by preparatory research and subject-matter 

expertise. 

Further to feature selection, data pre-processing was applied 

to increase the quality of the selected features. Data pre-

processing includes i) handling missing values. For example, 

replacing missing numeric values in a column with the mean 

of the values in the same column. ii) Feature scaling: For 

example, the mean of each numerical column is subtracted 

from each value in the column, and the result is divided by the 

standard deviation of that column, and iii) Removing the 

outliers: that is, removing values outside of a specific range 

when compared to other values in the same column. In the 

current study, 23 of the chosen features have missing values 

that have been replaced with unknown ones. The missing data 

were either not accessible at the time of data collection or there 

was no information available to fill it in. 

 

3.3 Machine learning algorithms 

 

This section provides a brief description of the selected 

well-known machine learning algorithms which will be 

compared based on their performance in classifying accident 

severity. These algorithms are Naïve Bayes, Bagging, K-

Nearest Neighbours, Logistic Model Tree, Decision Tree, 

Random Tree, Logistic Regression, and J48 pruned tree. 

Naïve Bayes 

Naïve Bayes classifier is one of the well-known machine 

learning algorithms that perform well in vast areas of 

application [33]. Naïve Bayes classifier assumes that 𝑘 classes 

𝐶1, 𝐶2, … 𝐶𝑘 to be predicted are conditionally independent and 

each class is represented by an n-dimensional vector 𝑋 =
 𝑥1, 𝑥2, … , 𝑥𝑛  of features. This assumption implies that there 

are no dependencies among features. Thus, the assumption 

simplifies the Naïve Bayes computations as shown in Eq. (1) 

 

𝑃(𝑋) =
𝑃(𝑋) 𝑃(𝐶𝑖)

𝑃(𝑋)
 (1) 

 

Furthermore, Nave Bayes is known to demand fewer 

processing resources and a little amount of training data to 

estimate the required parameter in the classification process. 

Bagging 

Bagging is one of the ensembles approaches that combines 

the performance of several models, trained on randomly 

sampled data from a given data set. The sampling is done with 

replacement. The idea is to improve the accuracy of a final 

model by combining the vote (that is, counting the output) of 

different models trained on the subset of the data set. In the 

basic bagging approach, the models are trained in parallel [34]. 

The process of training each model on a subset of the data set 

and combining the voting result is called bootstrap aggregating 

popularly referred to as bagging [35]. 

K-Nearest Neighbor 

K-Nearest neighbor (KNN) [36] relies on the similarity or 

distance measure to compute the class of a given instance of a 

data set. K-nearest neighbor makes use of decision rules that 

provide a nonparametric means of assigning data instances to 

a class label, based on the k-classes closely related or close to 

the given instance. 

Logistic Model Tree 

The Logistic Model Tree (LMT) is a popular classification 

model. LMT is a machine learning algorithm that combines 

the classification algorithms Decision Tree (DT) and Logistic 

Regression (LR).  One such system that learns decision-tree 

classifiers is C4.5. In practice, LMT produces more accurate 

results than related algorithms like C4.5 and CART. Unlike 

decision trees, leaf nodes on LMT feature a logistic regression 

function of linked attributes in addition to just being class 

labels. The regression function considers a subset of all data 

attributes [37]. 

Decision Tree 

The decision tree [38] is a commonly used machine learning 

algorithm that uses a rule-based tree structure to split data into 

predefined classes. The decision rules for splitting the data are 

based on the characteristics and classification of the data set. 

A decision tree learns these rules, deduced from the data set, 

and predicts the value or class of the target variable by 

applying the rules to a given instance of the data set belonging 

to the class. There are several algorithms for decision tree 

generation. These include Iterative Dichotomiser 3 (ID3) [39], 

C4.5 [35], and Classification and Regression Tree (CART) 

[40] which has been recently applied for classifying accident 

fatality. 

Random Forest 

Random forest uses the bagging approach by combining the 

performance of several decision trees. The idea is to improve 

the accuracy of the random forest model by combining the 

accuracy of several decision trees. The mean or median of the 

outputs of the decision trees is taken as the output of a random 

forest where the value of the target variable is continuous, 

while the mode is used where the target variable is a discrete 

class label [31]. 

Given that a random forest is made of 𝑀 decision trees, the 

output 𝑓𝑟𝑓
𝑀(𝑋𝐼) of the random forest that takes the 𝑖th instance 

of a data set 𝑋 =  𝑥1, 𝑥2, … , 𝑥𝑛  of n-dimensional features is 

given by: 

 

𝐹𝑟𝑓
𝑀 (𝑋𝑖) = 𝑦 = {

1

𝑀
∑ 𝑇𝑟𝑒𝑒(𝑋𝑖)

𝑀

𝑚=1

,

𝑦 = 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑣𝑎𝑙𝑢𝑒 𝑚𝑎𝑥 (𝑐𝑜𝑢𝑛𝑡 (𝑇𝑟𝑒𝑒(𝑋𝑖))),

𝑦 = 𝑎 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙 

(2) 

 

where, 𝑇𝑟𝑒𝑒(𝑋𝑖) is the output of a decision tree when evaluated 

on the 𝑖 th instance of 𝑋 . The function 𝑐𝑜𝑢𝑛𝑡  returns the 

number of times each class label was predicted by the decision 

trees while 𝑚𝑎𝑥 returns the maximum of a given set of values. 

Logistic Regression 

Logistic regression is one of the simplest classification 

approaches which is often used as a baseline model for 

comparing the performance of classification algorithms. It 

makes use of the logit function to map the features to the 

independent variables. Logistic regression is defined by the 

equation [41]: 

 

𝐹(𝑧) =
1

1 + 𝑒−𝑧
=

1

1 + 𝑒−(𝑏1𝑥1+ 𝑏2𝑥2+⋯+ 𝑏𝑛𝑥𝑛)
 (3) 

 

where, 𝑧 = �̂� = 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑛𝑥𝑛  is the linear 

regression of the output variable on the features. 
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J48 Pruned Tree 

The J48 pruned tree is a variant of the C4.5 algorithm, it is 

based on tree pruning and supports two methods of pruning, 

namely, subtree replacement and subtree raising. In subtree 

replacements, the nodes in the decision tree are replaced with 

the leaf nodes [42], while the subtree raising involves selecting 

and moving a subtree upwards in the tree such that the subtree 

is closer to the root. J48 uses a greedy search strategy, like the 

C4.5 algorithm, to build decision trees, and it permits tweaking 

various parameters to improve classification accuracy [43]. A 

significant benefit of the chosen model is that missing values 

in the dataset have little to no effect on how a J48 pruned tree 

is built. 

 

3.4 Performance evaluation 

 

In the experimental comparison of classifiers, the standard 

performance measures Accuracy, Precision, Recall, F1-

Measure, MCC, Roc Area, PRC Area, processing time, Kappa 

statistic, and mean absolute error were computed [44-46]. To 

determine how well a classification method performed, a 

confusion matrix was also plotted. 

 

 

4. RESULTS AND DISCUSSIONS 

 

This study benchmarked the performance of the J48 pruned 

tree with seven other machine learning models, including 

Naive Bayes, Bagging, KNN, Logistic model tree, Decision 

Tree, Random Tree, and Logistic Regression, in terms of 10 

key metrics, including Accuracy, Precision, Recall, F1-

Measure, MCC, Roc Area, PRC Area, processing time, Kappa 

statistic, and mean absolute error, to determine the model that 

produces predictions with the highest accuracy. The study 

used 10-fold cross-validation to confirm the findings and 

prevent overfitting throughout the training phase [31]. In each 

iteration, a separate fold of the data is kept back for validation 

while the other 9 folds are utilized for learning. The trained 

models are then applied to the data in the validation fold to 

generate predictions. Table 3 shows seven well-known 

performance evaluation metrics, such as accuracy, recall, F1-

measure, Matthews Correlation Coefficient (MCC), Roc Area, 

and PRC Area. The J48 pruned tree model is the base model 

with the best performance on the road traffic accidents dataset. 

 

Table 3. The experimental results for the severity of the road 

traffic accident 

 

 Accuracy Precision Recall 
F1-

Measure 
MCC 

Roc 

Area 

PRC 

Area 

J48 pruned 

tree 
85.47 0.848 0.855 0.799 0.225 0.612 0.787 

Naive Bayes 83.53 0.762 0.835 0.774 0.016 0.610 0.778 

Bagging 84.29 0.77 0.843 0.781 0.069 0.577 0.765 

KNN 77.58 0.749 0.776 0.761 0.049 0.531 0.747 

Logistic 

model tree 
84.74 0.810 0.847 0.788 0.132 0.601 0.782 

Decision 

Tree 
84.52 0.793 0.845 0.787 0.114 0.599 0.775 

Random 

Tree 
84.51 0.789 0.845 0.784 0.094 0.592 0.773 

Logistic 

Regression  
84.51 0.772 0.845 0.775 0.013 0.593 0.771 

 

Table 4 demonstrates that the J48 pruned tree model 

outperforms the other seven classical models in terms of 

prediction time. Furthermore, according to the value of Kappa 

statistics and mean absolute error, the results clearly show that 

the J48 pruned tree model outperformed the other seven 

classical models 

 

Table 4. Prediction time, Kappa statistics and mean absolute 

error calculations 

 

 Time 
Kappa 

statistic 

Mean absolute 

error 

J48 pruned tree 0.10 0.1192 0.1615 

Naive Bayes 0.03 0.0092 0.1724 

Bagging 1.31 0.032 0.1692 

KNN 0.10 0.0487 0.1655 

Logistic model tree 63.24 0.0636 0.1929 

Decision Tree 0.12 0.0608 0.1670 

Random Tree 0.33 0.0431 0.1697 

Logistic Regression 31.44 0.0023 0.1719 

 

A machine learning model is analysed using a confusion 

matrix. The statistics related to true positives, false negatives, 

false positives, and true negatives are reflected [41]. The 

confusion matrix for the J48 pruned dataset is shown in Figure 

2. 

 

 
 

Figure 2. Confusion matrix of the road traffic accident 

dataset 

 

Based on the confusion matrix of the road traffic accident 

dataset, the following conclusions are inferred: 

i. 10385 are classified as true and have been correctly 

predicted as a slight injury 

ii. 109 are classified as true and have been correctly 

predicted as a serious injury 

iii. 33 are classified as true and have been correctly 

predicted as a fatal injury 

Furthermore, out of 23 selected criteria from the RTA 

dataset, the top four factors that determine the severity of a 

road traffic accident are the number of casualties, the number 

of vehicles involved, the weather conditions, and the lighting 

conditions. J48 pruned tree classifier was used to determine 

significant factors that led to different severity of road traffic 

accidents. According to the studies [47, 48], weather condition 

is a key factor in determining the severity of accidents, 

furthermore, the study [49] concur with our study that 

lightning conditions are a significant factor in accident 

severity.
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5. CONCLUSION 

 

Over time, an increase in the number of individuals 

purchasing vehicles has increased the frequency and severity 

of road traffic accidents. This has grown to be a significant 

problem that requires the attention of traffic law enforcement 

organizations. This study used the J48 pruned trees to analyze 

and predict the factors that influence the severity of road traffic 

accidents. The J48 pruned tree was compared to Naive Bayes, 

Bagging, KNN, Logistic model tree, Decision tree, Random 

tree, and Logistic regression. The WEKA data mining tool 

environment was leveraged for comparison of the various 

machine learning models as well as for experimentation. The 

dataset used to train and test the machine learning models 

contained 23 features. The testing was completed using the 

trained dataset through the 10-fold cross-validation. The J48 

pruned tree model outperformed the other seven traditional 

machine learning models, based on performance findings 

utilizing ten popular evaluation metrics. Finally, this study was 

able to identify significant factors that influence the severity 

of road traffic accidents. These include the number of 

casualties, the number of vehicles involved in the accident, the 

weather conditions, and the lighting conditions of the road. 

This study will inform road traffic agencies on influencing 

factors to mitigate for improving traffic safety, as well as raise 

awareness of the significant factors causing accident severity 

in communities. 
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