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#### Abstract

Among all cancer, skin cancer is the devastating cancerous growth. This disease initially starts from the epidermis of human body. To obtain accurate evaluation of skin cancer, the computerized analysis on the image, produces efficient influence. All around the world, skin cancer affects many people in different parts of the body. To make a perfect diagnosis of skin cancer, the dermatologist should examine the pigment on the skin image using computational method. This could be a pre-screening system for the dermatologist for an early diagnosis. The proposed work reports about the segmentation of lesion from the dermoscopy images with the fundamentals steps such as pre-processing, segmentation and post processing. In this work, a set of patterns are extracted from uneven borders using watershed segmentation. The levelset and active contour detection makes a perfect curve as boundary to segment affected region. The proposed work initiates with pre-processing followed by segmentation and ends with post processing and this is explained perfectly. The proposed simulation measures the accurate diagnosis of Ground Truth image and Segmented Image and confirms the best-offered values of accuracy up to $94.79 \%$ for PH2dataset and $90.658 \%$ for DermQuest Dataset.


## 1. INTRODUCTION

General form of skin cancer is Melanoma. The identification of melanoma can be analyzed by the change in dimension on existing mole or generating new mole on body. The shape of melanoma is irregular in most cases. The melanoma can be tracked by a dermatologist or by a computational method only. The computational method provides the best and accurate diagnosis. The initial part of computation is segmentation of skin lesion.

An automatic system for segmentation and classification for identifying pigment skin lesion by decision system was given [1]. The segmentation process is done with edge detection and HSV. The segmentation deals with the separation of foreground and background, where the histogram of background is represented by Gaussian distribution. The segmentation is sequenced with the threshold value of foreground image using HSV segmentation. A FCN based initial segmentation and super pixel based fine turning is developed for deep convolution learning [2]. The image is segmented by fine tuning method to extract the lesion border. The boundary is acquired by fuzzy with certain condition and complex textures. These extract some local contextual information over the boundary. The research took on ISBI 2016 dataset. To organize each pixel, feed forward computation and back propagation technique are used in semantic segmentation.

Fusion of structured features like wavelet and curvelet
transform to develop texture features like local binary pattern operator [3]. This feature is extracted after segmentation by SVM classifier. This work is done on public dataset PH2. The performance measures are given with the sensitivity of $78.93 \%$, specificity of $93.25 \%$ and accuracy up to $86.07 \%$. Even after identifying structure and texture, some feature like stream, dots and borders are also identified. Identification of lesion by global method with two set of different system is used to classify the skin lesion with trained set of images [4]. Later the local features contain a bag of feature classifier which is used to test the lesion. The classification is done by verifying the color and texture features. The performance measure for global method is given as sensitivity of $96 \%$ and specificity of $80 \%$. For local method the sensitivity is up to $100 \%$ and specificity up to $75 \%$.

Fully convolutional UNet architecture is used for segmenting the skin lesion [5]. The segmentation divides the task into two ways the initial part extracts the foreground pattern and final part extracts pattern in back ground. The Gaussian filter is used to remove the artifacts in the lesion image. The performance measure of FCUA is given as accuracy up to $94 \%$, specificity up to $96.3 \%$ and sensitivity up to $91.4 \%$. The deep convolutional neural network was proposed to construct the training and testing phase with ISIC 2016 dataset [6]. Hand crafted features are extracted using the unsupervised training feature. After a perfect segmentation with regular globules and typical network the foreground and background are segmented and the foreground is converted
into segmented contour image.
An automated system was developed to recognize melanoma disease by segmenting the image using fusion strategy. There are some set of features extracted to describe about correctness of segmentation. The segmentation is further continued with global Thresholding and dynamic Thresholding. The threshold images are clustered on basis of colour. Shape, Radiometric, Line, Area and Perimeter features are extracted from segmented image. The performance measure of this algorithm is $87 \%$ of sensitivity and $92 \%$ of specificity. Novel texture segmentation was developed to extract texture analysis with texture distribution [7]. On brief description of texture distribution TGLS algorithm is used to calculate TD metric. The TD metric describes the performance measure. The algorithm is evaluated with DermQuest dataset.

An automated system was developed to detect and segment vascular structure of lesion from dermoscopy image using independent component segmentation [8]. The skin and erythema were extracted from image by decomposing the pixel using K-Means clustering. The performance measure of the system is given with sensitivity of $84.4 \%$ and specificity of $98.8 \%$. An automatic system was developed to find the psoriasis disease, where $40 \%$ of skin disease was psoriasis [9]. To detect the psoriasis, area and severity index are identified using automated seeded region growing algorithm. If the output of algorithm is 1 then the image is an infected image else if the output is 0 then it is not an infected image. Further the quality of image is improved by Markov Random Field (MRF) and hyper plane is derived from SVM.

The 2D wavelet packet decomposition was developed to extract fractal texture analysis [10]. The borders of skin lesion are always irregular. To analyze the irregularity, the irregular texture pattern is extracted by organizing the boundary on basis of colour and texture. The elimination of other color is done with recursive feature and SVM classifier. The elimination of pixels is done automatically by selecting the correlation Thresholding and comparing each pixels recursively to remove correct bias. The unwanted pixels or artifacts are removed using median filter and morphological bottom filtering. Some features like area, eccentricity and perimeter are extracted for classification. A Novel segmentation technique was proposed using threshold region based active contour [11]. The region based segmentation forms boundary on some vector growing condition over the regions. The active contour generates a snake tool that surrounds the boundary. Discussed about edge based segmentation, threshold segmentation, region based segmentation and active contours.

To enhance the texture features chan-vese model segmentation is applied on RGB image and extracts features like asymmetric, border, color and texture analysis [12]. Morphological filter is used to remove unwanted pixels in Gray scale image. To remove unwanted artifacts a deep filtering technique anisotropic diffusion filter is used to compare pixel by pixel. Delaunay triangulation is a new technique which is used to extract binary mask of lesion. The boundary of skin lesion is identified by morphological closing. The image quality is improved by increasing the contrast to enhance the equalization technique. In this segmentation process the lesion region of interest are extracted by filtering methodology and the edge is detected and segmented using Delaunay triangulation. The image enhancement is done on PH2 dataset and the performance measure of this work determines with the specificity up to $97.6 \%$ and sensitivity up
to $87.17 \%$ [13]. To extract lesion, a non-negative matrix factorization technique was developed to segment dermoscopy image [14]. The lesion region was identified by extracting the region on image that was imposed with textures i.e., the texture laid over the lesion region. The unwanted pixels like artifacts are removed using Gaussian filter. To improve the quality of NMF an additional learning technique like information theoretic dictionary learning tool is used to compress and classify the pixel intensity. The information about the certain principle is trained in NMF as temporary processing unit.

### 1.1 Objectives

(1) To segment the dermoscopy images to find the lesion binary image.
(2) To identify the irregular shape of boundaries by Asymmetry method.
(3) To identify the irregular edge of boundaries by Border method.

The rest of the paper includes as follows, Section 2 describes the methodology and Section 3 describes the proposed work. Section 4 presents the results and description. Section 5 describes the performance measure and section 6 describes the feature extraction and finally the paper concludes in Section 7.

## 2. METHODOLOGY

Developed an optimal segmentation tool for diagnosing melanoma consists of three sections are pre-processing, Segmentation and Post-Processing. The following sections provide an explanation of the method proposed for developing optimal segmentation.

### 2.1 Gaussian flattening

Gaussian Flattening is a 2D convolution operator which impresses image pixels to eradicate noise. The Gaussian scattering in 1D is in as Eq. (1):

$$
\begin{equation*}
G(x)=\frac{1}{\sqrt{2 \pi \sigma}} e^{-\frac{x^{2}}{2 \sigma^{2}}} \tag{1}
\end{equation*}
$$

where, $\sigma$ is variance of Gaussian scattering [15]. During scattering the average mean is zero $(x=0)$. The Gaussian scattering in 2D is given, as in Eq. (2):

$$
\begin{equation*}
G(x, y)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{x^{2}+y^{2}}{2 \sigma^{2}}} \tag{2}
\end{equation*}
$$

This has $x=0, y=0$ and $\sigma=1$. Gaussian flattening use 2D scattering as point-spread task achieved through convolution. The image of Gaussian outcomes is completely discrete with pixels that produce discrete estimation.

### 2.2 2D convolution

The convolution integral in 1D is as in Eq. (3):

$$
\begin{equation*}
g(t)=\int_{\alpha}^{-\infty} f(T) h(t-T) d T \tag{3}
\end{equation*}
$$

$f(t)$ is time varying signal and $h(t)$ is impulse response. $T$ is a variable which represents shifting of its one function [6]. Convolution theorem relates product of time domain to convolution in frequency domain as in Eq. (4) and Eq. (5):

$$
\begin{align*}
& f(t) h(t)=F(w) \otimes H(w)  \tag{4}\\
& F(w) H(w)=f(t) \otimes h(t) \tag{5}
\end{align*}
$$

In 2D continuous convolution the integral process is expressed as in Eq. (6):

$$
\begin{align*}
g(x, y)=f(x, y) & \bigotimes_{1} h(x, y) \\
& =\iint_{\alpha}^{-\alpha} f(T u, T v) h(x-T u, y  \tag{6}\\
& -T v) d T u d T v
\end{align*}
$$

The function $h(0-T u, 0-T v)$ is image function $h(T u, T v)$ rotated by 180 degrees about origin [16].

The function $h(x-T u, y-T v)$ is further decoded to transfer origin of image function $g$ to $(x, y)$ in $(m, n)$ plane. Integral function is further transformed to discrete summations over the image dimensions m and n as in Eq. (7):

$$
\begin{equation*}
g(x, y)=\sum_{T u} \sum_{T v} f(T u, T v) h(x-T u, y-T v) \tag{7}
\end{equation*}
$$

The number of required multiply and add operations is equal to number of pixels in $h(x, y)$ times the number of pixel is $f(x, y)[17,18]$.

### 2.3 Image gradients

The direction and the magnitude of the gradient are encoded as vector information. The vector length determines magnitude while directional flow determines gradient direction [19]. Partial derivative of $x \& y$ are combined to form gradient vector as in Eq. (8):

$$
\begin{equation*}
\nabla I=\left[\frac{g_{x}}{g_{y}}\right]\left(\frac{\partial I}{\partial x}, \frac{\partial I}{\partial y}\right) \tag{8}
\end{equation*}
$$

The direction of image gradient is given in Eq. (9):

$$
\begin{equation*}
Q=\tan ^{-1}\left[\frac{g_{y}}{g_{x}}\right] \tag{9}
\end{equation*}
$$

The magnitude of image gradient is computed as in Eq. (10):

$$
\begin{equation*}
\sqrt{g_{y}^{2}+g_{y}^{2}} \tag{10}
\end{equation*}
$$

### 2.4 Building the watershed

An initial part of watershed algorithm uses mathematical and morphological operators that describe the flow of segmentation between each pixel. The watershed transformation is a flood of rearranged sectors of function $f[20$, 21]. Consider $Z_{i}(f)$ at level $i$, flood has grasped the height. Consider $Z_{i+l}(f)$ flood performed on components of $Z_{i}(f)$ in $Z_{i+l}(f)$. There are some regions where flood is not reached. Hence, minima is at level $i+1$. $W_{i}(f)$ denotes section at level I
as in Eq. (11) and Eq. (12) with the iterative algorithm as in Eq. (13):

$$
\begin{equation*}
W_{i}(f)=\left[I Z_{Z i+1(f)}\left(X_{t}(f)\right)\right] \cup m_{i+1}(f) \tag{11}
\end{equation*}
$$

at $i+1$,

$$
\begin{equation*}
m_{i+1}(f)=Z_{i+1}(f) / R_{Z i+1(f)}\left(Z_{i}(f)\right) \tag{12}
\end{equation*}
$$

Its iterative algorithm $W-1(f)=0$.

$$
\begin{equation*}
D L(f)=W_{N}^{c}(f) \text { With } \max (f)=N \tag{13}
\end{equation*}
$$

The individual basins are generated by the segmentation of watershed lines. Region edges are high watersheds and low gradient region catchment basins [16, 22]. These are belonging to the same catchment basins i.e., homogenous connected with basin regions by simple path of pixels.

### 2.5 Region growing

Skin lesion borders are easily detected by region growing segmentation method. The segmentation of border is not much easy in noisy image [9, 23]. But region growing overcomes this task with better result using homogeneity of regions. Merge adjacent regions if the common edges are weak, then boundary regions will not be considered. The edge significance is analyzed below $[24,25]$ as in Eq. (14) and Eq. (15):

$$
\begin{align*}
& V_{i j}=0 \text { if } S_{i j}<T 1  \tag{14}\\
& V_{i j}=1 \text { otherwise } \tag{15}
\end{align*}
$$

where, $v_{i j}=1$ indicates a significant edge, $V_{i j}=0$ a weak edge, $T_{1}$ is a present threshold and $S_{i j}$ is the crack edge value.

### 2.6 Active contour

Active contour model is like a snake model. To describe the outline of any object, the active contour model acts as a framework. The advantage of the active contour model is that it acts on noisy image in 2D [13, 26]. To identify or to detect the lesion, the border should be identified. The affected layers are of uneven boundary structure. To incorporate all possible edges we need a zig - zag tool to reach all the possible edges. The active contour model is a popular application to frame object, recognize shape and edge detection [27].

To draw curves or splines with some constraints on images that transform into object contours, the active contour model obtains its edge through point distribution model [28]. The active contour model can also be called as mutable snake, which is organized by set of m points $S_{j}$ where $j=0,1$, 2..
...........m-1.
The core mutable energy of snake is defined as $E_{\text {core }}$ and peripheral edge energy is defined as $E_{p h e r i}$.
$E_{\text {core }}$ - Control deformation made to snake.
$E_{p h e r i}$ - Contour image fitting control.
$E_{\text {con }}$ - Constraint forces.
The peripheral energy is a combination of forces on image is in Eq. (16), Eq. (17) and Eq. (18)

$$
\begin{equation*}
\text { Snake Energy function= } \mathrm{E}_{\text {pheri }}+\mathrm{E}_{\text {core }} . \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
E_{\text {Mutable Snake }}=E_{\text {core }}+E_{\text {img }}+E_{\text {cond }} \tag{17}
\end{equation*}
$$

Internal Energy:

$$
\begin{equation*}
E_{\text {core }}=E_{\text {cont }}+E_{\text {curv }} \tag{18}
\end{equation*}
$$

where, $E_{\text {conit }}=$ continuity of contour, $E_{\text {curv }}=$ smoothing of contour.

### 2.7 Levelset method

A Cartesian system describes Level-Set in numerical functionality of shapes. It allows faster computation without parameterization and improves efficiency, and thus it describes dynamic variation in objects [29]. Low complexity noiseless images are good for DRM. It also uses more resources for each calculation but it is not preferable. It has a surface, which intersects the plane and gives us a contour, with image segmentation and the surface is updated with force derived from the image [7, 23].

### 2.8 Neumann boundary conditions

The NBC is a directional derivative formed by sum of boundary surfaces expressed as normal derivative $\frac{\partial \phi}{\partial n}$, is 0 . The zero NBC occurs like symmetry where potential points over plane are identical [10]. If $x=0$, symmetry is given as $\emptyset$ $(\mathrm{x}, \mathrm{y}, \mathrm{z}) \equiv \emptyset(-\mathrm{x}, \mathrm{y}, \mathrm{z})$ for all points $(x, y, z)$.

The zero Neumann boundary condition, $\frac{\partial \emptyset}{\partial \mathbf{n}}=0$, is existing at all points on a symmetry surface where this derivative $\frac{\partial \phi}{\partial n}$ exists. The derivative is not on the symmetry surface which contains Dirichlet boundary conditions as their potential gradient may not be continuous [11, 16].

### 2.9 Dataset

The $\mathrm{PH}^{2}$ dataset has been developed for research and benchmarking purposes, in order to facilitate comparative studies on both segmentation and classification algorithms of dermoscopic images. $\mathrm{PH}^{2}$ is a dermoscopic image database acquired at the Dermatology Service of Hospital Pedro Hispano, Matosinhos, Portugal.

DermQuest dataset contains the lesion tags. Unlike the diagnosis, which is unique for each image, multiple lesion tags may be associated with a dermatology image. There are a total of 134 lesion tags for the 22,082 dermatology images from DermQuest.

## 3. PROPOSED WORK

The input RGB image is taken from the publically available datasets PH2 and DermQuest. The proposed system is divided into three sectors shown in Figure 1. Initially the system starts with Pre-processing for removing noise followed by second sector, Segmentation used to identify the difference between foreground and background. The third sector is PostProcessing that extracts boundaries and filters unwanted regions. Using the segmented binary image some features like Asymmetry and Border are extracted. The experiment is taken on PH2 dataset contains 200 dermoscopy images and DermQuest dataset contains 100 dermoscopy images and few samples are displayed.

### 3.1 Algorithm (Region optimal segmentation)

Input: Lesion RGB Image
Output: Optimal Segmented Binary Image


Figure 1. Architecture diagram of region optimal segmentation

## 1. Segment the RGB Image

$\mathrm{I}(\mathrm{i}, \mathrm{j}) \leftarrow \mathrm{RGB}$ to Optimal Segmentation
$\mathrm{I}_{\mathrm{o}}(\mathrm{i}, \mathrm{j}) \leftarrow$ Segmented Lesion Binary Image
$\mathrm{H}_{\mathrm{o}}$ [ range, thickness, depth] $\leftarrow$ Histogram $\left(\mathrm{I}_{\mathrm{o}}(\mathrm{i}, \mathrm{j})\right)$

## 2. Sequestering with Filter

$\mathrm{N}(\mathrm{i}, \mathrm{j}) \leftarrow$ Noise Image
$\mathrm{G}(\mathrm{x}, \mathrm{y})=\mathrm{I}_{0}(\mathrm{x}, \mathrm{y})+\mathrm{N}(\mathrm{x}, \mathrm{y})$
$\mathrm{G}(\mathrm{x}, \mathrm{y}) \leftarrow$ Salt and Pepper Noise Image
$\mathrm{G}_{\mathrm{a}}(\mathrm{x}, \mathrm{y})=$ Gaussian_Filter( $\mathrm{G}(\mathrm{x}, \mathrm{y})$ )

## 3. Generate Convolution Matrix

$\mathrm{H}_{\mathrm{r}}(\mathrm{x}, \mathrm{y})=\mathrm{H}(\mathrm{x}) * \mathrm{H}(\mathrm{y})$
$\mathrm{H}(\mathrm{y}) \leftarrow(\mathrm{H}(\mathrm{x}))^{\mathrm{T}}$
$\mathrm{G}_{\mathrm{r}}(\mathrm{x}, \mathrm{y})=\operatorname{Sobel}\left(\mathrm{H}_{\mathrm{r}}(\mathrm{x}, \mathrm{y}), \mathrm{G}_{\mathrm{a}}(\mathrm{x}, \mathrm{y})\right)$

## 4. Generate Gradient Matrix

$\mathrm{G}_{\mathrm{r}}(\mathrm{x}, \mathrm{y}) \leftarrow$ Input image for Gradient Image
$\mathrm{G}_{\mathrm{ra}}(\mathrm{x}, \mathrm{y}) \leftarrow$ Derive ( $\mathrm{Ix}, \mathrm{Iy}$ )

## 5. Build Watershed

$\mathrm{W}(\mathrm{x}, \mathrm{y}) \leftarrow$ Watershed_Segment $\left(\mathrm{G}_{\mathrm{ra}}(\mathrm{x}, \mathrm{y})\right)$
$\mathrm{M}(\mathrm{x}, \mathrm{y})=$ Morphological_Open(W(x,y))

## 6. Set Boundaries

$\mathrm{R}(\mathrm{x}, \mathrm{y}) \leftarrow \operatorname{resize}(\mathrm{M}(\mathrm{x}, \mathrm{y}), 60 * 80)$
$\operatorname{Dirac}(\mathrm{x}, \mathrm{y}) \leftarrow \operatorname{Gaussian}(\operatorname{Delta}(\mathrm{R}(\mathrm{x}, \mathrm{y})))$
Distance_reg= Single Well? Double Well Potential
Outline $(\mathrm{x}, \mathrm{y}) \leftarrow(\operatorname{Dirac}(\mathrm{x}, \mathrm{y})$, distance_reg)


Figure 2. Provided set of input image
a) Name b) Test Image c) RGB Histogram d) Ground Truth


Figure 3. Morphological dilation with histogram
a) Name b) Test image c) Morphological open d) Histogram

## 4. RESULTS AND DISCUSSION

The input RGB dermoscopy image and the ground truth image are obtained from the public dataset. The ground truth image is drawn by the expert in dermatologist shown in Figure 2. The lesion part in the RGB images are extracted through their regions of interest by the dermatologist is given as ground truth image. The input image may contain plenty of noise like artifacts, hairs etc. to overcome this, the hairs and artifacts should be removed before taking into segmentation. To balance the artifacts or hairs some noise object should be added to equalize the hair and artifacts. The pre-processing stage starts with accumulation of noise to the input image. The object used here is salt and pepper noise. The salt and pepper
noise are in the form of black and white that mix with the input image and makes the image into a diluted image. it is very easy to remove the artifacts and hairs because the colors of salt and pepper noise and artifacts are more or less equal in intensity value.

The Gaussian filtering with the best standard deviation is used to remove noise from the input image. The task of the Gaussian filter is to smooth the image and to encapsulate the foreground and the background. The original image and the kernel convolution $3 * 3$ images are compared to each other and the intersected pixels of the images are taken as the Sobel segmented image. The convolution image contains a distributed set of pixels on boundaries. To reorganize the boundary pixels, the gradient magnitude is invited to rearrange
the pixels in a unique direction to filter the unwanted pixels. The image gradient filters the image flow in a single direction through the magnitude. Hence it is very easy to filter the pixel regions.

Further the collection of pixels in the gradient image is taken into watershed segmentation. The segmentation divides the gradient image into different color clusters. The cluster differentiates the formation of edges for the Region of Interest. Further the image is labeled out with color variation to organize the boundaries. The segmented image is taken into the morphological open as input to find out the presence of the monochrome image shown in Figure 3. The levelset can be initiated only by morphological monochrome image. The morphological image is obtained from watershed segmentation. The morphological image is resized to $60 x 80$ pixels for better results. The resized image is stretched to its maximum extent, which makes it very easy to identify the boundary by levelset. The levelset initialize a set of growing
rectangle object at the centre of morphological image.
From the centre of ROI the rectangle radius are increased towards the boundary for edge detection. The contours identify the edge by the threshold value from the ROI. The rectangle region is grown pixel by pixel till the threshold value reaches the boundary shown in Figure 4. The contours which can stretch the rectangle like a flood of water by identifying its threshold at each level and detect edges perfectly while reaching boundary. The contour is designed as a snake, which can bend to any extent till it reaches its neighborhood same threshold pixel to complete the outer boundary layer. The contour identifies the exact boundary by an average threshold value, because when the image is stretched the boundary layer threshold will be reduced. Hence the average threshold is set to extend the rectangle and derives the uneven shape of boundary. To identify the edge and to enhance the region based models simultaneously, the double well potential function is used.


Figure 4. Initial levelset test, final contour, final set function and segmented a) Name b) Initial level-set function c) Final level set contour d) Final level set function e) Segmented image


Figure 5. Test image, segmented image and ground truth image
a) Name b) Test image c) Ground truth d) Segmented image

The final stage of gradient magnitude with Neumann boundary condition derives the contour area shown in Figure 5. On segmentation the blurriness of the image is eradicated by zero boundary condition. The Neumann boundary condition derives the current pixels to organize the boundary of the domain. It is used to remove blurriness with the help of gradient magnitude. The gradient magnitude derives the direction of ROI pixels into proper validation. The distance of each pixel is finalized by gradient magnitude and the final binary images are obtained as shown in Figure 5.

## 5. PERFORMANCE MEASURE

The lesion binary image of the proposed region optimal segmentation is compared with expert's ground truth image to show the results. The performance measure describes the exact outcomes of the proposed work in terms of certain parameter values. The performance measures are calculated using True Positive, True Negative, False Positive and False Negative. From these values the exact solution is derived. Table 1 describes the outcomes of our proposed system on PH2 dataset and DermQuest dataset. There is not much difference between the accuracy values of each image in the proposed system.

The mathematical features of performance measure are given below:

$$
\begin{align*}
\text { Jaccard Index }= & \mathrm{TP} /(\mathrm{FP}+\mathrm{TP}+\mathrm{FN}) E_{\text {core }} \\
& =E_{\text {cont }}+E_{\text {curv }} \tag{19}
\end{align*}
$$

> Average Dice Coefficient
> $=2 * \mathrm{TP} /((\mathrm{FP}+\mathrm{TP})+(\mathrm{TP}+\mathrm{FN}))$

Average Sensitivity=TP/P
Average Accuracy=(TP+TN)/(P+N)

Average Error Rate $=(\mathrm{FP}+\mathrm{FN}) /(\mathrm{TP}+\mathrm{FN}+\mathrm{FP}+\mathrm{TN})$
Table 1. Performance measurement of Optimal Segmentation

| Performances | PH2 $_{\mathbf{2}}$ |  | DermQuest |  |
| :---: | :---: | :---: | :---: | :---: |
|  | IMD016 | IMD175 | SSM7 | SSM19 |
| Accuracy (\%) | 93.91 | 95.67 | 90.47 | 90.83 |
| Dice Coefficient | 93.92 | 95.69 | 90.66 | 90.39 |
| Jaccard Index (\%) | 88.53 | 91.74 | 82.92 | 82.46 |
| Sensitivity (\%) | 95.16 | 94.28 | 88.29 | 82.61 |
| Specificity (\%) | 92.68 | 97.13 | 92.87 | 99.80 |
| Error Rate (\%) | 06.08 | 04.32 | 09.52 | 09.16 |

The proposed system Region Optimal Segmentation is applicable to all dermoscopy dataset for extracting binary contour image. From the obtained solution, the proposed system is compared with the existing system accuracy to describe the efficiency of the proposed system. In review, plenty of methods are described and their accuracy is compared with our proposed system shown in Table 2. In comparison to all existing systems, our proposed system has the higher accuracy.

Table 2. Comparison of existing accuracy with proposed accuracy value

| Methods | Accuracy |
| :---: | :---: |
| Our Method | $\mathbf{9 4 \%}$ |
| Super pixel Based Fine-Tuning [3] | $92.3 \%$ |
| FCN [22] | $91.6 \%$ |
| FCN + MRF [22] | $87.7 \%$ |
| SegNet (VGG) [2] | $82.1 \%$ |
| SegNet (Basic) [2] | $70.4 \%$ |

## 6. FEATURE EXTRACTION

The input RGB image is converted into morphological image using watershed segmentation. The morphological image is in the form of grayscale is taken as input in to levelset and contour segmentation. After a fine segmentation with Dirac and Newmann Boundary condition the segmented binary image is obtained.

### 6.1 Asymmetry feature

The asymmetry feature is discussed to prove the given input image is melanoma or not. The asymmetry feature is proved by comparing the entire quadrants radius. The major axis and minor axis values are considered as radius. The radius for the four quadrants is identified and compared each other to prove the symmetry which is shown in Figure 6.

[^0]Centroid (x) = Row/2
Centroid(y) $=$ Column $/ 2$
Center $(\mathrm{x})=(\mathrm{x} 1+\mathrm{x} 2) / 2$
$\operatorname{Center}(\mathrm{y})=(\mathrm{y} 1+\mathrm{y} 2) / 2$
$\nabla \mathrm{xy}=\{\quad\{\operatorname{Center}(\mathrm{x}) \quad-\quad \operatorname{Centroid}(\mathrm{x})\},\{\operatorname{Center}(\mathrm{y})$
Centroid(y) \} \}
Translate $\mathrm{I}_{\mathrm{p}}(\mathrm{i}, \mathrm{j})$ using $\nabla \mathrm{xy}$ to $\mathrm{I}_{\mathrm{A}}(\mathrm{x}, \mathrm{y})$
3. Compute Asymmetric Index
$\mathrm{I}_{\mathrm{A}}(\mathrm{x}, \mathrm{y}) \leftarrow$ Aligned and Centered Segmented Image
[Row, Column] $=\operatorname{Size}\left(\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})\right)$
Centroid( x ) = Row/2
Centroid $(\mathrm{y})=$ Column $/ 2$
a. Symmetry over Upper Limit

Divide $\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})$ to Upper-Left and Upper-Right
$\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})=\left[\operatorname{ULeft}\left(\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})\right), \operatorname{URight}\left(\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})\right)\right]$
$\mathrm{I}_{\mathrm{UL} \text { eft }}=\operatorname{Gather}\left(\right.$ InitialPoint, Centroid $\left.\left(\mathrm{X}_{\mathrm{c}}, \mathrm{Y}_{\mathrm{c}}\right)\right)$
$\mathrm{I}_{\text {URight }}=$ Gather $\left(\right.$ Centroid $\left(\mathrm{X}_{\text {max }}, \mathrm{Y}_{\text {max }}\right)$, MaximumPoint)
b. Symmetry over Lower Limit

Divide $\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})$ to Lower-Left and Lower-Right
$\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})=\left[\operatorname{LLeft}\left(\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})\right), \operatorname{LRight}\left(\mathrm{I}_{\mathrm{A}}(\mathrm{i}, \mathrm{j})\right)\right]$
$\mathrm{I}_{\text {LLeft }}=\operatorname{Gather}\left(\right.$ Centroid $\left(\mathrm{X}_{\text {min }}, \mathrm{Y}_{\text {min }}\right)$, Centroid $\left.\left(\mathrm{X}_{\text {mid }}, \mathrm{Y}_{\text {mid }}\right)\right)$
$\mathrm{I}_{\text {LRight }}=\operatorname{Gather}\left(\right.$ Centroid $\left(\mathrm{X}_{\text {mid }}, \mathrm{Y}_{\text {mid }}\right)$, MaximumPoint $)$
4. Calculate Symmetry Index

Upper $=\left(\mathrm{I}_{\text {ULeft }}+\mathrm{I}_{\text {URight }} / 2\right.$
Lower $=\left(\mathrm{I}_{\text {LLeft }}+\mathrm{I}_{\text {LRight }} / 2\right.$
Asymmetry Index:
If Associate (Upper, Lower) = Symmetry? Asymmetry


Figure 6. Architecture diagram for asymmetry diffusion
The segmented binary image cannot be taken directly into feature extraction, because the binary image has not centered. To identify the perfect center the centroid of the segmented binary image should be identified to translate the image shown in Figure 7.

After fine translation the image should be rotated to center with respect to centroid. From the centroid point, the image is divided in to four quadrants, upper and lower region. The upper region contains upper right and upper left regions. The lower regions contain lower right and lower left regions. All the four quadrants are compared by taking major and minor axis value of each quadrant image. The average of upper left and upper right region and the average of lower left and lower right region are compared to finalize the region are symmetry or not shown in Figure 8.


Figure 7. Analysis of quadrants radius


Figure 8. Distribution of upper and lower regions
Table 3. Extraction of radius values all regions

| Region | Major Axis Length <br> $\left(\mathbf{M}_{\mathbf{a}}\right)$ | Minor Axis Length <br> $\left(\mathbf{M}_{\mathbf{i}}\right)$ |
| :---: | :---: | :---: |
| Upper Left <br> $\left(\mathrm{U}_{\mathrm{L}}\right)$ | 186.61 | 106.95 |
| Upper Right <br> $\left(\mathrm{U}_{\mathrm{R}}\right)$ <br> Lower Left <br> $\left(\mathrm{L}_{\mathrm{L}}\right)$ | 184.75 | 104.56 |
| Lower Right <br> $\left(\mathrm{L}_{\mathrm{R}}\right)$ | 185.53 | 105.80 |

$\mathrm{M}_{\mathrm{a}}$ Upper $=\left(\mathrm{M}_{\mathrm{a}}\left(\mathrm{U}_{\mathrm{L}}\right)+\mathrm{M}_{\mathrm{a}}\right.$
$\left.\left(\mathrm{U}_{\mathrm{R}}\right)\right) / 2=(186.61+184.75) / 2=185.68$
$\mathrm{M}_{\mathrm{a}}$ Lower $=\left(\mathrm{M}_{\mathrm{a}}\left(\mathrm{L}_{\mathrm{L}}\right)+\mathrm{M}_{\mathrm{a}}\right.$
$\left.\left(\mathrm{L}_{\mathrm{R}}\right)\right) / 2=(185.53+181.53) / 2=183.53$
$\mathrm{M}_{\mathrm{i}}$ Upper $=\left(\mathrm{M}_{\mathrm{i}}\left(\mathrm{U}_{\mathrm{L}}\right)+\mathrm{M}_{\mathrm{i}}\right.$
$\left.\left(U_{R}\right)\right) / 2=(106.95+104.56) / 2=105.76$

$$
\begin{gathered}
\mathrm{M}_{\mathrm{i}} \text { Lower }=\left(\mathrm{M}_{\mathrm{i}}\left(\mathrm{~L}_{\mathrm{L}}\right)+\mathrm{M}_{\mathrm{i}}\right. \\
\left.\left(\mathrm{L}_{\mathrm{R}}\right)\right) / 2=(105.80+103.86) / 2=104.83
\end{gathered}
$$

Table 3 describes all regions of quadrants and displays the obtained radius values. The average upper major axis and the average lower major axis are compared and proved there is much variation between Major axis upper and lower regions. After this verification, the minor axis regions are considered to verify. The average upper minor axis and the average lower minor axis are compared and proved there is much variation between Minor axis upper and lower regions. Hence the sample input image shown here is melanoma.

### 6.2 Border feature

The border feature is discussed to prove the given input image is melanoma or not. The border feature is proved by identifying radius from centroid to all possible edges. The main aim to find the border is to recognize the taken image is melanoma or not. The outer layer or the boundary of the binary image should be noted perfectly because the difference between a mole and melanoma is only the border region. If there is any deviation in border it can be easily assumed that it may be melanoma. Melanoma borders will in general be lopsided and may be scalloped or depressed edges, while usual moles will be common and have smoother shown in Figure 9.

## Input: Lesion RGB Image

Output: Irregular Border Index

1. Segment the RGB Image
$\mathrm{I}_{\mathrm{S}}(\mathrm{i}, \mathrm{j}) \leftarrow$ RGB to Segmentation
$I_{s}(i, j)=0.2489^{*}$ Red $+0.5870^{*}$ Green $+0.1140 *$ Blue
2. Finding the center of Segmented Image
[Row, Column]= Size ( $\mathrm{I}_{\mathrm{S}}(\mathrm{i}, \mathrm{j})$ )
Centroid $(\mathrm{x})=$ Row $/ 2$
Centroid $(\mathrm{y})=$ Column $/ 2$
Center $(\mathrm{x})=(\mathrm{x} 1+\mathrm{x} 2) / 2$
Center $(\mathrm{y})=(\mathrm{y} 1+\mathrm{y} 2) / 2$
$\nabla \mathrm{x}=\{\quad\{\operatorname{Center}(\mathrm{x})-\operatorname{Centroid}(\mathrm{x})\},\{\operatorname{Center}(\mathrm{y}) \quad-$ Centroid(y) \} \}

Translate $\mathrm{I}_{\mathrm{S}}(\mathrm{i}, \mathrm{j})$ using $\nabla \mathrm{xy}$ to $\mathrm{I}_{\mathrm{B}}(\mathrm{x}, \mathrm{y})$
3. Identify Border from Center
c. Border over X-Axis
$\operatorname{Line}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{x})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{y})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Right}(\mathrm{x}))\right.$,
TruePixels(x))
$\operatorname{Line}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{x})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{y})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Left}(\mathrm{x}))\right.$,
TruePixels(x))
d. Border over Y-Axis
$\operatorname{Line}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{x})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Center}(\mathrm{y})), \quad \mathrm{I}_{\mathrm{B}}(\operatorname{Top}(\mathrm{y}))\right.$,
TruePixels(y))
$\operatorname{Line}\left(I_{B}(\operatorname{Center}(x)), \quad I_{B}(\operatorname{Center}(y)), \quad I_{B}(\operatorname{Bottom}(y))\right.$,
TruePixels(y))
4. Marking Borders and Calculate Symmetry Index
$\mathrm{P}_{\mathrm{B}}=\operatorname{Segmeted}$ _Perimeter $\left(\mathrm{I}_{\mathrm{B}}(\mathrm{i}, \mathrm{j})\right)$
Drawline ( $\mathrm{P}_{\mathrm{B}}, \mathrm{I}_{\mathrm{B}}(\mathrm{i}, \mathrm{j})$ )
Border Asymmetric Index:
$\mathrm{X}_{\text {Radius }}=\operatorname{Radius}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Right}(\mathrm{x}))\right)+\operatorname{Radius}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Left}(\mathrm{x}))\right)$
$\mathrm{Y}_{\text {Radius }}=\operatorname{Radius}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Top}(\mathrm{x}))\right)+\operatorname{Radius}\left(\mathrm{I}_{\mathrm{B}}(\operatorname{Bottom}(\mathrm{x}))\right)$
Asymmetry Index:
If Associate (X Radius, Y Radius)=Symmetry? Asymmetry.

### 6.2.1 Architecture diagram for border recognition

The radius values are compared to each other radius values. The segmented binary image is centered and the perimeter, area of the image is identified to form the boundaries of the lesion image. To find the perfect radius, the image is divided into four quadrants from the centroid to right over x axis, left over x axis, top on y axis and bottom on y axis. The radius is identified from centroid of the possible boundary edges. The average of right and left radius over the x axis and the average of top and bottom radius over $y$ axis are compared to find the border symmetry or not shown in Figure 10.


Figure 9. Architecture diagram for border recognition


Figure 10. Radius of possible edges to extract border

## 7. CONCLUSIONS

The input RGB image is purified from noise by Gaussian filter and perfectly segmented with watershed segmentation, converting the segmented image to morphological dilation. With the help of Neumann Boundary function the borders are marked from centre of ROI. In the earlier methodology, the region growing does not cover the entire affected region. In the proposed methodology, Dirac and Neumann methods are introduced with Level set region growing in order to fix the borders of affected region based on color complexity. A 3D level set structure is constructed to analyze the borders in three dimensions. The accuracy, sensitivity and specificity comprise the efficiency of the segmented image than the expert's ground truth image. An average accuracy rate of $94 \%$ and average specificity rate of $97 \%$ in PH2 dataset are obtained. An average accuracy rate of $90 \%$ and average specificity rate of $94.88 \%$ in DermQuest dataset are obtained. The automatic segmentation with levelset will be highly useful for dermatologist in identifying lesion area. The feature extraction like asymmetry and border are extracted to prove the input dermoscopy image is melanoma or not.
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[^0]:    Algorithm (Asymmetry Diffusion) Input: Lesion RGB Image Output: Shape Asymmetry Index

    1. Segment the RGB Image
    $\mathrm{S}(\mathrm{i}, \mathrm{j}) \leftarrow \mathrm{RGB}$ to Segmentation
    $\mathrm{I}_{\mathrm{p}}(\mathrm{i}, \mathrm{j}) \leftarrow$ Segmented Lesion Binary Image
    2. Aligning the center of lesion
    [Row, Column] $=\operatorname{Size}\left(I_{p}(i, j)\right)$
